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OmniVista 2500 NMS Enterprise 4.3R3 Installation and

Upgrade Guide

This document details the OmniVista 2500 NMS Enterprise 4.3R3 (OV 2500 NMS-E 4.3R3)
installation/upgrade process. OV 2500 NMS-E 4.3R3 can be installed as a fresh installation
from a download file available on the Customer Support website; or you can upgrade directly

from OV 2500 NMS-E 4.3R2 to 4.3R3 using the Virtual Appliance Menu.

Note: You can only directly upgrade via the VA Menu from an OV 4.3R2 Standalone
Installation to an OV 4.3R3 Standalone Installation, or an OV 4.3R2 HA Installation to an OV
4.3R3 HA Installation. If you are upgrading from an earlier release, you must first upgrade to

OV 4.3R2 before upgrading to OV 4.3R3.

If you are upgrading from releases 3.5.7 — 4.2.2.R01 (MR1), you must first upgrade to
4.2.2.R01 (MR2). You can then continue follow the upgrade paths below to 4.3R3 using the
Virtual Appliance Menu. The Upgrade Matrix below shows the upgrade paths that must be

followed to get to OV 2500 NMS-E 4.3R3.

Upgrade Matrix For OV 4.3R3

From

To OV 4.3R3

OV 3.5.7

Step 1: Upgrade to 4.2.1.R01 GA

Step 2: Upgrade to 4.2.1.R01 MR 2

Step 3: Upgrade to 4.2.2.R01 GA

Step 4: Upgrade to 4.2.2.R01 MR2

Step 5: Automatic Upgrade to 4.3R1 From VA Menu

Step 6: Automatic Upgrade to 4.3R2 (Standalone) From VA Menu
Step 7: Automatic Upgrade to 4.3R3 (Standalone) From VA Menu
You can also upgrade from 4.3R2 (HA) to 4.3R3 (HA) From VA
Menu.

OV 4.1.1.R01

Step 1: Upgrade to 4.1.2.R02

Step 2: Upgrade to 4.1.2.R03*

Step 3: Upgrade to 4.2.1.R01 GA*

Step 4: Upgrade to 4.2.1.R01 MR 2

Step 5: Upgrade to 4.2.2.R01 GA

Step 6: Upgrade to 4.2.2.R01 MR2

Step 7: Automatic Upgrade to 4.3R1 From VA Menu

Step 8: Automatic Upgrade to 4.3R2 (Standalone) From VA Menu
Step 9: Automatic Upgrade to 4.3R3 (Standalone) From VA Menu
You can also upgrade from 4.3R2 (HA) to 4.3R3 (HA) From VA
Menu.

OV 4.1.2.R01

Step 1: Upgrade to 4.1.2.R03*

Step 2: Upgrade to 4.2.1.R01 GA*

Step 3: Upgrade to 4.2.1.R01 MR 2

Step 4: Upgrade to 4.2.2.R01 GA

Step 5: Upgrade to 4.2.2.R01 MR2

Step 6: Automatic Upgrade to 4.3R1 From VA Menu

Step 7: Automatic Upgrade to 4.3R2 (Standalone) From VA Menu
Step 8: Automatic Upgrade to 4.3R3 (Standalone) From VA Menu
You can also upgrade from 4.3R2 (HA) to 4.3R3 (HA) From VA
Menu

OV 4.1.2.R02

Step 1: Upgrade to 4.1.2.R03*
Step 2: Upgrade to 4.2.1.R01 GA*
Step 3: Upgrade to 4.2.1.R01 MR 2
Step 4: Upgrade to 4.2.2.R01 GA
Step 5: Upgrade to 4.2.2.R01 MR2
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From

To OV 4.3R3

Step 6: Automatic Upgrade to 4.3R1 From VA Menu
Step 7: Automatic Upgrade to 4.3R2 (Standalone) From VA Menu
Step 8: Automatic Upgrade to 4.3R3 (Standalone) From VA Menu

You can also upgrade from 4.3R2 (HA) to 4.3R3 (HA) From VA
Menu

OV 4.1.2.R03

Step 1: Upgrade to 4.2.1.R01 GA

Step 2: Upgrade t0 4.2.1.R01 MR 2

Step 3: Upgrade to 4.2.2.R01 GA

Step 4: Upgrade to 4.2.2.R01 MR2

Step 5: Automatic Upgrade to 4.3R1 From VA Menu

Step 6: Automatic Upgrade to 4.3R2 (Standalone) From VA Menu
Step 7: Automatic Upgrade to 4.3R3 (Standalone) From VA Menu
You can also upgrade from 4.3R2 (HA) to 4.3R3 (HA) From VA
Menu.

OV 4.2.1.R01-GA
(Build 69)

Step 1: Upgrade to 4.2.1.R01 MR 2

Step 2: Upgrade to 4.2.2.R01 GA

Step 3: Upgrade to 4.2.2.R01 MR2

Step 4: Automatic Upgrade to 4.3R1 From VA Menu

Step 5: Automatic Upgrade to 4.3R2 (Standalone) From VA Menu
Step 6: Automatic Upgrade to 4.3R3 (Standalone) From VA Menu

You can also upgrade from 4.3R2 (HA) to 4.3R3 (HA) From VA
Menu.

OV 4.2.1.R01 MR 1
(Build 85)

Step 1: Upgrade to 4.2.1.R01 MR 2

Step 2: Upgrade to 4.2.2.R01 GA

Step 3: Upgrade to 4.2.2.R01 MR2

Step 4: Automatic Upgrade to 4.3R1 From VA Menu

Step 5: Automatic Upgrade to 4.3R2 (Standalone) From VA Menu
Step 6: Automatic Upgrade to 4.3R3 (Standalone) From VA Menu
You can also upgrade from 4.3R2 (HA) to 4.3R3 (HA) From VA
Menu.

OV 4.2.1.R01 MR 2
(Build 95)

Step 1: Upgrade to 4.2.2.R01 GA

Step 2: Upgrade to 4.2.2.R01 MR2

Step 3: Automatic Upgrade to 4.3R1 From VA Menu

Step 4: Automatic Upgrade to 4.3R2 (Standalone) From VA Menu
Step 5: Automatic Upgrade to 4.3R3 (Standalone) From VA Menu
You can also upgrade from 4.3R2 (HA) to 4.3R3 (HA) From VA
Menu.

OV 4.2.2.R01 GA
(Build 81)

Step 1: Upgrade to 4.2.2.R01 MR2

Step 2: Automatic Upgrade to 4.3R1 From VA Menu

Step 3: Automatic Upgrade to 4.3R2 (Standalone) From VA Menu
Step 4: Automatic Upgrade to 4.3R3 (Standalone) From VA Menu
You can also upgrade from 4.3R2 (HA) to 4.3R3 (HA) From VA
Menu

OV 4.2.2.R01 MR1
(Build 92)

Step 1: Upgrade to 4.2.2.R01 MR2

Step 2: Automatic Upgrade to 4.3R1 From VA Menu

Step 3: Automatic Upgrade to 4.3R2 (Standalone) From VA Menu
Step 4: Automatic Upgrade to 4.3R3 (Standalone) From VA Menu
You can also upgrade from 4.3R2 (HA) to 4.3R3 (HA) From VA
Menu.

OV 4.3R1

Step 1: Automatic Upgrade to 4.3R2 (Standalone) From VA Menu
Step 2: Automatic Upgrade to 4.3R3 (Standalone) From VA Menu
You can also upgrade from 4.3R2 (HA) to 4.3R3 (HA) From VA
Menu.
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From To OV 4.3R3
OV 4.3R2 Step 1: Automatic Upgrade to 4.3R3 (Standalone) From VA Menu
You can also upgrade from 4.3R2 (HA) to 4.3R3 (HA) From VA
Menu.

* This step includes Mongodb Database Password change. Please make sure all the steps for
changing the password are followed as detailed in the applicable OmniVista 2500 NMS
Installation Guide.

Note: If you are upgrading from an older release, as you complete each upgrade in the
upgrade path, make sure all services are running and you can access the OmniVista Web
GUI before proceeding to the next upgrade.

Important Note: If your network includes Stellar APs, you must upgrade these devices to
AWOS 3.0.5.1046 after the OmniVista upgrade. Use the Resource Manager Upgrade Image
Screen (Configuration — Resource Manager — Upgrade Image) to upgrade Stellar APs. The
AWOS Image Files are available on the Service and Support Website.

For information on getting started with OmniVista 2500 NMS after installation (e.g., using the
Web GUI, discovering network devices) see the Getting Started Guide in the OmniVista 2500
NMS on-line help (accessed from Help link at the top of the main OmniVista 2500 NMS Screen).

Installing OmniVista 2500 NMS-E 4.3R3

OV 2500 NMS-E 4.3R3 is distributed as a Virtual Appliance only. It is run as a service using
VirtualBox. There are no other standalone installers (e.g., Windows/Linux). OV 2500 NMS-E
4.3R3 is installed as a Virtual Appliance, and can be deployed on the following hypervisors:

VMware ESXi, VirtualBox, Hyper-V:

¢ VMware ESXi: 5.5, 6.0, 6.5, and 6.7

e VirtualBox: 5.2.x

e MS Hyper-V: 2012 R2 and 2016

e MS Hyper-V on Windows 10 Professional.

The sections below detail each of the steps required to deploy OV 2500 NMS-E 4.3R3 as Virtual
Appliance on VMware, VirtualBox, and Hyper-V. Note that If you are deploying OV 2500 NMS-E
4.3R3 on a standalone Windows or Linux machine, you must first install Virtual Box on the
machine. Virtual Box is available as a free download. See Appendix A for details.

Important Note: Make sure that your VA configuration (e.g., Hypervisor Processor, OV VA
RAM, HDD Provisioning) is adequate for the number of devices you are managing; and
make sure the appropriate memory and disk space for the selected network size have been
allocated to the OmniVista VA. Insufficient memory or disk space for the chosen network
size may cause OV instability. OmniVista will not allow you to configure a network size that
cannot be supported by the VA configuration. For example, if you allocate 16GB of memory
for the OmniVista VA, OmniVista will only allow you to configure a Low network size (fewer
than 500 devices). Refer to Recommended System Configurations for details.

Recommended System Configurations

The table below provides recommended Hypervisor configurations based on the number of
devices being managed by OV 2500 NMS-E 4.3R3 (500, 2,000, 5,000, and 10,000 devices).
These configurations should be used as a guide. Specific configurations may vary depending on
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the network, the number of wired/wireless clients, the number of VLANSs, applications open, etc.
For more information, contact Customer Support.

Network Size
Configuration Low Medium High Very High
Total Number of 500 2,000 5,000* 10,000*
Managed Devices
(AOS, Third-Party,
and Stellar APs)
Stellar AP Devices 500 2,000 4,000 4,000
Stellar AP Client 50,000 200,000 200,000 200,000
Association
UPAM Authentication 15,000 30,000 100,000 100,000
Hypervisor Processor 2.4 GHz 2.4 GHz 2.4 GHz 2.4 GHz
8 Cores 8 Cores 12 Cores 12 Cores
OV VA RAM 16GB 32GB 64GB 64GB
HDD Provisioning HDD1:50GB | HDD1:50GB HDD1:50GB HDD1:50GB
HDD2:256GB | HDD2:512GB | HDD2:2048GB | HDD2:2048GB

*If there are 4,000 Stellar AP in a “High” network size, up to 500 AOS Switches can be
supported. If there are 4,000 Stellar APs in a “Very Hight” network size, up to 1,000 AOS
Switches can be supported.

Notes:

¢ OmniVista VM RAM is configured from the Hypervisor
e Hypervisor Processors are configured from the Hypervisor.

e HDD Provisioning is configured from the VA Menu. By default, OV 2500 NMS-E
4.3R3 is partitioned as follows: HDD1:50GB and HDD2:256GB. If you are managing
more than 500 devices it is recommended that you go to the Virtual Appliance Menu
on the VA to increase the OmniVista disk space. For a Standalone Installation, use
the “Extend Data Partition” option under_Configure Network Size in the Configure
The Virtual Appliance Menu (Configure The Virtual Appliance Menu — Configure
Network Size — Extend Data Partition). For a High-Availability Installation, use the
“Extend Data Partition” option under Configure Current Node in The HA Virtual
Appliance Menu (The HA Virtual Appliance Menu - Configure Current Node - Extend
Data Partition).

e The High-Availability Feature supports up to 2,000 devices.

Standalone and High-Availability Installations

OV 2500 NMS-E 4.3R3 can be installed in a Standalone or High-Availability configuration. A
High-Availability Installation consists of two VMs (Node 1 and Node 2), with one node acting as
the Active OV Server (Node 1) and the other as a Standby OV Server (Node 2). If Node 1 fails,
OmniVista will automatically failover to Node 2.
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Deploying OmniVista on a Virtual Appliance

The sections below detail deploying OmniVista on a VM. For a High-Availability installation, you
must deploy two (2) VMs — one for the Active OV Server (Node 1) and one for the Standby OV
Server (Node 2).

Note: The High-Availability Feature supports up to 2,000 devices.

Deploying the Virtual Appliance in VMware ESXi
1. Download and unzip the OVF package.
2. Log into VMware ESXi.

vmware ESXi- root@10.256.222.88 v | Help v |

Havigator ovwmhost3
T ]
B Host

& R
T J) GetvCenter Server | 5 Create/Register v | [Jg Shutdown [ Reboot | (3 Refresh | ¥ Actions

Monitor — ovvmhostd cru FREE: 21.8 GHz
M 3

Version: 6.5.0 (Build 4287370)
- ﬁ;] Virtual Machines State: Normal (not connected to any vCenter Server)
Uptime: 95.86 days MEMORY FREE: 18.33 GB

USED: 816 MHz CAPACITY: 227 GHz

- [E1 OV 4.3.R3 - Build 19
Monitor USED: 1.67 GB CAPACITY: 20 GB

More VMs... STORAGE FREE: 401.55 GB

H storage USED: 974 ME CAFACITY: 402.5 GB

‘2 HNetworking -

~ Hardware

Manufacturer HP
Model ProLiant DL380 G5

» [ crPu 8 CPUs x Intel(R) Xeon(R) CPU E5440 @ 2.83GHz
W 11emory 20 GB

v [y Virtual flash 0B used, 0 B capacity

[z | Recent tasks

Task ~ | Target ~ Initiator~ Queued ~ Started -~ Result ~ Compl... ~

FPower Off VM 3 OV43R3-. root 02/18/201 02/18/201... o Completed suce.. 02/18/201...

3. Select the Host on which you want to install OV 2500 NMS-E 4.3R3 and click on
Create/Register VM. The first screen of the New Virtual Machine Wizard appears.
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¥ New virtual machine

v (EECITNE  Select creation type

2 Select OVF and VMDK files
3 Select storage

4 License agreements
5 Deployment options
6 Additional settings

7 Ready to complet

How would you like to create a Virtual Machine?

- This option guides you through the process of creating a
virtual machine from an OVF and VMDK files.

Create a new virtual machine

Deploy avirtual machine from an OVF or OVA file

Register an existing virtual machine

Back MNext Finish

4

4. Select Deploy a virtual machine from an OVF or OVA file and click Next.

1 New virtual machine - OmniVista 2500 NMS-E43R3-B20

+ 1 Select creation type Select OVF and VMDK files

2 Select OVF and VMDK files Selectthe OVF and VMDK files or OVA for the VI you would like to deploy

3 Select storage

4 License agreements
5 Deployment options
6 Additional settings
7 Ready to complet

Enter a name for the virtual machine

| Omnivista 2500 NM3-E43R3-B20

Virtual machine names can contain up to 80 characters and they must be unigue within each ESXi instance.

= @ ovnmse-4 3R3-20.0.ovf
X% _ ovnmse-4.3R3-20.0-disk002 vmdk
% __ ovnmse-4.3R3-20.0-disk001.vmdk

4

5. Enter a name for the VM (e.g., OmniVista 2500 NMS-E43R3-B20, select the OVF File and
both VMDK Files (disk 1 and disk 2) from the download archive), then click Next. Note that if
you plan on configuring a High-Availability installation, you could add Node information to the
name (e.g., OmniVista 2500 NMS-E43R3-B20 Node 1) to more easily identify the VM.
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1 New virtual machine - OmniVista 2500 NMS-E43R3-B20

+ 1 Select creation type Select storage
¥ 2 Select OVF and VMDK files Selectthe datastare in which to store the configuration and disk files

L 3 Select storage

4 License agreements
5 Deployment options
& Additional settings

The following datastores are accessible from the destination resource that you selected. Select the destination datastore for
the virtual machine configuration files and all of the virtual disks

IRty o Complet Name ~  Capacily ~ Free ~  Type ~  Thinpro..~ Access ~
datastoreq (1) 4025 GB 401.55 GB VMFS5 Supported Single i
ov-gnap-datastare-D01 716 TB 23TB NFS Supported  Single 1N

2items

91 New virtual machine - OmniVista 2500 NMS-E43R3-B20

¥ 1 Select creation type License agreements

¥ 2 Select OVF and VMDK files Read and acceptthe license agreements
+ 3 Select storage

5 Deployment options
6 Ready to complete

Software and/or documentation
End-user License Agreement
"EULA"

Please read the following agreement in English carefully before installing, downleading, or using this so E

Terms and Conditions
Acceptance: Read the following agreement carefully before installing, dewnloading, or using the ALE soft

Definitiens: As used in this Agreement, the term "Software™ means collectively (i) the software program(
As used in this Agreement, the term "Documentation™ means any Seftware related explanatory written materi

"Affiliated Companies™ means any entity Controlling, Controlled by or under common Control, directly or 1

order of Precedence: If vou received more than one license terms purporting to govern the use of the mMa

Parties: This sgreement is between (a) the legal entity which has a separate purchase agreement with a Pa
-

TC the canarate mirchaca saesament ic diractlu with an ALC cameamc | icancae Gc inctaad the AL fnmnsn 1

i
[ s |

7. Review the License Agreement, click | agree, then click Next.

7 Part No. 060587-10, Rev. B



OmniVista 2500 NMS Enterprise 4.3R3 Installation and Upgrade Guide

41 New virtual machine - OmniVista 2500 NMS-E43R3-B20

+ 1 Select creation type
+ 2 Select OVF and VMDK files
+ 3 Select storage

+ 4 License agreements

Deployment options

Select deployment options

b 5 Deployment options JENCIETERLIES Network Interface 1 VM Network v

6 Ready to complete

Disk provisioning @ Thin © Thick

4

8. In the Network mapping field, select the Destination network that the deployed VM will use.
In the Disk provisioning field, select Thin. Click Next.

1 New virtual machine - OmniVista 2500 NMS-E43R3-B20

+ 1 Select creation type
+ 2 Select OVF and VMDK files
+ 3 Select storage

+ 4 License agreements

Ready to complete

Review your settings selection before finishing the wizard

T 5 Deployment options Product OmniVista 2500 NMS
b 6 Ready to complete VM Name Omnivista 2500 NMS-E43R3-B20
Disks ovnmse-4 3R3-20.0-disk001.vmdk, ovnmse-4 3R3-20.0-disk002 vmdk
Datastore ov-gnap-datastore-001
Provisioning type Thin
Metwork mappings Metwork Interface 1. VM Network

Guest 03 Name RedHat_64

' Do not refresh your browser while this ¥M is being deployed.
ey

s

9. Review the configuration and click Finish. You will be returned to the main screen with the
deployment progress displayed in the Recent tasks table.
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vmware ESXi” roat@10.255.222 88

“f Navigator (%1 evwmhost3 - Virtual Machines

~ [ Host
Manage i Create | Register Vi | | @ Refresh

Monitor

& Virtual Machines

~ (5] OV 4.3.R3 - Build 19
Manitor (51 ovnmse-43R1-5... @ Normal  1329GB Cent0OS4/50... Unknown 0 MHz
More VMs... (5 OV43R2Build 2... | ) Normal 26.56 GB CentOS54/50...  Unknown 0 MHz
H Storage (51 OV4.3.R2-Build... | § Normal 8.93GB Cent0OS 4/50...  Unknown 0 MHz
g Networking 51 OmniVista 2500 . @ MNormal 24 KB CentOS 4/5 0. Unknown 0 MHz

(@ search )

Virtual machine ~ | Status Usedsp... v  GuestOS Hostname ~ Host..

Recent tasks

Task ~ | Target Initiator~ Queued ~ | Staed ~ Result ~ | Compl... ~
Upload disk - ovnms... | (5] Omnivista ... 0218:201... | 0218201.. [ | (9 | Running
Upload disk- ovoms... | (51 OmniVista ... 0218201.. | 0218201 [ | @ | Running

Power Off VM Eﬂ OV 43.R2-.. 02/18/201... 02/18/201. 0 Completed suce... 02/18/201

Impart VARR Resources 0218201... | 0218201.. [ | @ | Running

10. When the installation is complete (indicated by all three files showing “Completed
Successfully” in the Result column of the Recent tasks table), click on Virtual Machines in the
Navigator Tree on the left side of the screen to display a list of VMs. Select the VM you just
deployed. Basic details for the VM are displayed, as shown below.

vmware ESXi” root@10.255 22288 v | Help v | Search

"% Navigator {45 OmniVista 2500 NMS-E43R3-B20

@ Ir;::ags [ Console B Monitor | W Poweroff  §1 Suspend G Reset | 4 Edit | (3 Refresh | £F Actions
OmniVista 2500 NMS-E43R3-B20
Guest 05 Cent0S 4/5 or later (54-bit)
- Eﬂ Virtual Machines Compatibility ESXi 5.5 and later (VM version 10)

- VMware Tools No MEMCRY

= CPUs 4 0B

hemary STORAGE
» (51 OV4.3.R3 - Build 19 439 GB

More VMs...

B storage
g Networking 0 VMware Tools is not installed in this virtual machine. VMware Tools allows detailed guest information to be
displayed as well as allowing you to perform operations on the guest 05, e.g. graceful shutdown, reboot, etc.
‘You should install VMware Tools. ﬁ Actions

Manitor cFU

0 MHzZ

Monitor

~ General Information

+ €3 Networking No network information

» BB VMware Tools Notinstalled £} Actions

Recent tasks

Task ~  Target ~ | Initiator~ Queued -~ Started -~ Result ~ | Compl... ~
Uplosd disk - ovnms... | (51 OmniVista .. .. | 0218201.. (@ Completed suce... | 02M18/201..
Upload disk- ovnms... | (51 OmniVists .. .. 0218201.. @ Completed suce... | 0218/201..
Power On VM 51 omnivista .. .. | 0218201.. (@ Completed suce... | 02M18/201..
Impart VApp Resources 0218/201... | 0218201... | @ Completed succ... | D2/18/201..

Power Off VM E:I OV 4.3.R3 - 02/18/201.. 02/18/201.. o Completed succ... 02/18/201..
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11. Click on Console at the top of the screen to open a Console and go to Completing the
OmniVista Installation to complete the installation.

Deploying the Virtual Appliance in VirtualBox

Note that in the instructions below, VirtualBox 5.2.x in Windows 7 is used for demonstration
purposes. The screens shown may depict an older OmniVista Release.

Note: If you are deploying OV 2500 NMS-E 4.3R3 on a standalone Windows or Linux
machine, you must first install Virtual Box on the machine. Virtual Box is available as a free
download. See Appendix A for details.

1. Download and unzip the OVF package.

File Machine Help

o oy
’:'u,:} Lb:p}. g 3 ) Details Snapshots
Mew Settings Discard Show

Ly oynmse_b33 fresh (ov_fresh_b33) 74 [ 5 (

. @ Powered Off @ S W

&y Current State

[ ovnmse_fresh_b37
I (@) Powered OFF

3. Click File > Import Appliance.
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.I Machine Help
é!’ Preferences...

Import Appliance...
Export Appliance..,

Virtual Media Manager...

Check for Updates...
Reset All Warnings

d PamE 29

Exit

Network Operations Manager...

Ctrl+G

Ctrl+[
Ctrl+E

Ctrl+D

Ctrl+Q

e & (e

=/

Boens (ammien)

Gy Current State

4. Click browse icon then select the folder which you extracted at step 1 above, then click

Next.

ine  Help

5 T N

New Setings Discard '\___J Import Virtual Appliance

bis [ Saperos

“ ovamse_b33_{

[EF ovnmse_fresh

[&B @ Poweredoff Appliance to import

o VirtualBe: rrent] s il ved in the O virtualzation F t
Do, =] irtualBox currently supports importing applances saved in pen Virtuakzation Forma
(& @ Ponerio {OVF), To continue, select the file to mport below.

V-ER42.1-2016\0V bulds\OVNMS£_4.2.1_Buld38_ovflovimse4.2, 1LR01-38.0.0v] [

Expert Mode | |

Next

| [ cancel

]

5. Review the configuration and click Import.

11
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Help

'-l - Machine
G E G ==
New  Settings  Discard @ Import Virtual Appliance

L ovnmse_b33_{|

N
(&8 @roneredof| | pppliance settings

— |

: %":‘;ﬁr‘:;eos# These are the virtual machines contained in the appliance and the suggested settings of the
imported VirtuglBox machines. You can change many of the properties shown by double-

dicking on the items and disable others using the chedk boxes below,

his (G s

Description Configuration =~
Virtual System 1 L
Q Mame ovnmse [
& Product-URL http://enterprise.alcatel-lucent.com/Zproduct...
Q Vendor Alcatel-Lucent Enterprise
& Vendor-URL http://enterprise.alcatel-lucent.com
@ Version 42.1.R01-38.0 -

|| Reinitialize the MAC address of all network cards

[Restore Defouts| [ tmport | [ cancel |

6. The Software License Agreement window displays, click on Agree.

Help

rle Machine

1 gda ! ? 3

3 L 4 — — pils | (@ snapshots
-

Mewr

Seftings Ciscard] g Import Virtual Appliance

Lab=y b33_f ; ?
L Synmse_baa ] ¥ Software License Agreement
I @ Powered Off Appliz W b
B The virtual system "ovnmse” requires that you agree to
: ‘%n;:i::;eg; These d | the terms and conditions of the software license has of the
importe | agreement shown below. Duble-
dicking | |
Click Agree to continue or dick Disagree to cancel the import.
1 "
Descritll e usamic, - r
Virtual SOFTWARE LICEMSE AGREEMENT |_

1

%8l IMPORTANT

Please read the terms and conditions of this kcense

agreement carefully before installing or downloading this
software, The installation and use of the software s subject duct..,
to these terms and conditions (Agreement),

=
=
< In this Agreement:
=
)

“Licens=e" or You, Your and Yourself, means: the legal
person or entity that by its authorized agents or
reépresentatives installs andfor uses, the Software. - L

([ agee ][ osagee |[ pune. ][ save..

RESTONE DETa0S TR T Cancel

7. A status window appears and displays the progress of the deployment.
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7| =

@ Impart Virtual Appliance

Appliance settings

These are the virtual machines contained in the appliance and the suggested settings of the
imparted VirtualBox machines, You can change many of the properties shown by double-
dicking on the items and disable others using the chedk boxes below.

3¢ Importing Appliance . Importing appliance 'DACOV-E R4.2 .1 - 20160V b... ﬁ

Importing virtual dsk image 'ovnmse-4. 2. 1.R0 1-38.0-dsk Lvmdk’ ... (2/3)

I | 2% X

3 minutes remaining

@ Vendor-URL http://enterprise.alcatel-lucent.com
& Version 421,R01-38.0 -

| Reinitislize the MAC address of all network cards

8. After the process is completed, right-click on the VM in the Navigation Panel and select Start
- Normal Start.

File Machine Help
3 |
~ & P Do (s
New Seltings Discard Start
1 ovnmse_b33_fresh (ov_fresh_b33) & i[9 B
“ (@ Powered OFF d 5o B8 =G 9
[ ovnmse_fresh_b37 ~@ Current State
I (@) Poveered OFF
Eﬂ;‘ ovnmse_b38_fresh
I o Running
Ima Settings.. Ctrl=S
(¢ Clone. CtrlsQ
% Remove.. Ctrl+R
ﬂ Group Ctrl+l
E& Start 4 @ Mormal Start
[l Pause Cirl+P | & Headless Start
(&)  Reset CtlT | 4%  Detachable Start
¢ Close 4
< Discard Saved State... Ctrl=)
GH  Showleg.. Ctrl+L
% Refresh
Show in Explerer
Start selected vi 4 Create Shortcut on Desktop
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9. Configure the Network Adapter. Right-click on the VA and select Settings.

<

‘Ij Oracle VM VirtualBox Manager =NRCE X

File Machine Help

Q I{:E} A @ e (2 Snapshots

New Settings Discard Start

(£l [E General @ Preview 1~
[ O ro g Ctrl+s
ettings... trl+ ovnmse-b&3

m:q ovnms G Clone... Ctrl+Q  ftem: RedHat (54-bit)
[-_‘ r,‘} Rurl $2  Remove.. Ctrl+R
ﬂ Group Ctrl+U 11‘6384 MB ovhmse-b63
G Start » Floppy, Optical, Hard Disk
WT-x/AMD-Y, Nested
Ul Pause Ctrl+P Paging, PAE/NY, KVM |
5)  Reset Chrl+T Paravirtualization 3
% Close
@ Discard Saved State... Ctrl+) 12 MB
Si : Disabled
Show Log... Ctrl+L pp server D:::bl:d
Refresh
Show in Explorer Controller
VMaster: ovnmse-4, 2, 1.R01-63.0-disk 1.vmdk (Normal, 50.00 GE) _
@@ Create Shortcut on Desktop lave: ovnmse-4. 2, 1.R01-63.0-disk2.vmdk (Mormal, 256,00 GB)
B Sort
Disabled
@ Network

Adapter 1:  Intel PRO/1000 MT Server (Bridged Adapter, Realtek PCIe GBE Family Controller #2) | -

Display the virtual machine settings window
L. -

10. Select Network, then select the Network Adaptor that you created when you configured
VirtualBox.

5
¥ Oracle VM VirtualBox Manager - - == = |
achine Help
-
oo {73 ovnmse-bb3 - Settings @I&J
- ots
tew S E General Network
=3 =
I @ System Adapter 1 | Adapter 2 | Adapter3 | Adapter 4
[y Display Enable Network Adapter
: | —
Storage Attached to: |Bridged Adapter =
Not attached
i}i Name: |yar Controller #2 hd
Audio "
(> Advanced I:M-.rﬁft‘??tl: =
@ Network Internal Network:
Host-only Adapter N E
. Generic Driver
@ Serial Ports — [
& use
E Shared Folders
E User Interface [
[ 0K ] [ Cancel ] [ Help ]
L —
1" Disabled
[l EF MNetwork
Adapter 1:  Intel PRO/1000 MT Server (Bridged Adapter, Realtek PCIe GBE Family Controller #2) | ~

d

Once the Virtual Appliance is powered on, go to Completing the OmniVista Installation to
complete the installation.
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Deploying the Virtual Appliance in Hyper-V

Note that in the instructions below, Hyper-V in Windows 2012 is used for demonstration
purposes. Some of the screens shown may depict an older OmniVista Release.

1. Download and

unzip the OVF Hyper-V package.

2. Log into Windows 2012 and open the Hyper-V tool.

%

=

10.135.91.35 - Remote Desktop Connection

Server Manager

Server Manager * Dashboard

- i‘:’:’,‘:)l FA Manage  Tools

iE Dashboard

B Local Server

ii All Servers

g File and Storage Services
iz Hyper-V

o 1s

a'-| Remote Access

@ Remote Desktop Services P

WELCOME TO SERVER MANAGER

Component Services
Computer Management

Connection Manager Administration Kit

o Configure this local server

QUICK START

2 Add roles and features

3 Add other servers to manage
WHAT'S NEW —

4 Create a server group

5 Connect this server to cloud services
LEARN MORE

Defragment and Optimize Drives
Embedded Lockdown Manager
Event Viewer

Group Policy Management
Internet Information Services (1IS) Manager
iSCSl Initiator

Local Security Palicy

Microsoft Azure Services
Network Policy Server

ODEC Data Sources (32-bit)
ODBC Data Sources (64-bit)

Performance Monitor

3. Select the Host on which you want to install OmniVista 2500 NMS, click on Actions > Import

Virtual Machine.
=

File Action View Help

4« =| 7]

Hyper-V Manager

_I:I-

&35 Hyper-V Manager
53 WIN-LGUITNVSJGL

Virtual Machines

Name State CPU Usage Assigned Memory
[l ormnivistacapexh3d Running 16384 MB

2 Windows 7 Runring 0% 5000 MB

< m

Checkpoints

The selected virtual machine has no checkpoints

4. The Import Virtual Machine Wizard appears.

15

Uptime
00:29:10
17:34:38

Actions
WIN-LGUITNVAIGL ~ ™

MNew

[_@ Import Virtual Mac... |
Y Hyper-V Settings...

Status

Virtual Switch Man...
Virtual SAN Manag...
Edit Disk...

PR

®
DY@ R RS

Inspect Disk.
Stop Service

Remove Server

Refrech
View 4
Help

Amnivictaranavhd &
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Before You Begin

This wizard helps you import a virtual machine from a set of configuration files. It guides you through
resolving configuration problems to prepare the virtual machine for use on this computer.

Locate Folder

Select Virtual Machine
Choose Import Type

Summary

[] Do not show this page again

< Previous | | Mext = | | Finish | | Cancel |

5. Click Next to go to the Locate Folder Screen, select the Folder that you extracted in Step 1,
then click Next.

» Locate Folder

Before You Begin Spedfy the folder containing the virtual machine to impart.

Locate Folder /\virtual Machines

Select Virtual Machine
Choose Import Type

Summary

| < Previous | | Mext > | | Finish | | Cancel

6. Select the Virtual Machine to import, then click Next.
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Select Virtual Machine

Befaore You Begin

Locate Folder

Seleck Wirtual Machine

Choose Import Type

Surnmary

Select the virtual maching to import:

-

Marne
-2500 NMS-E-+.2,1-R01

Date Created

| < Previous | | Nexk = | | Finish | | Cancel |

7. Select the default Import Type: Copy the virtual machine (create a new unique ID), then

click Next.
EE Hyper-V Manager [=1B]
File Action View Help
% #n= B
33 Hyper-V Manager W
Ii WIN-LGUITNV3IGL
New »
Choose Import Type & Import Virtual Mac...
¥ Hyper-V Settings...
Before You Begin Choose the type of import to perform: §= Virtual Switch Man...
Locate Folder () Register the virtual machine in-place {use the existing unigue ID) ﬂ.]. Virtual SAN Manzg...
Select Virtual Machine () Restore the virtual machine (use the existing unique ID) 7 Edit Disk...
Choose Impart Type ® Copy the virtual machine {create a new unique ID) :) E Inspect Disk...
Summary g @ Stop Service
75 Remove Server
(3 Refresh
View 4
E Help

8. Specify folders to store the Virtual Machine files (or accept the default folders), then click

Next.

17
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Import ¥irtual Machine -

~ Choose Folders for Virtual Machine Files

Before You Begin ‘fou can specify new or existing folders ko store the virkual machine files, Otherwise, the wizard
i imparts the files to default Hyper-Y Folders on khis computar, or ta Folders specified in the virtual
Locate Falder machine configuration.

Select Yirtual Machine

[] Stare the wirtual machine in a different location
Choose Import Type

Choose Destination

Ci\ProgramDataiMicrosoftiindows |\ Hyper-yl,
Choose Starage Folders
SuUrnMary

Ci\ProgrambDataiMicrosoftiwindows\Hyper-y

C:\ProgramDataiMicrosoftiWindows\Hyper-y'

[ ] [t

9. Choose folders to store the Virtual Hard Disks or accept the default location and click Next.

Import Yirtual Machine -

//—" Choose Folders to Store Virtual Hard Disks

Before You Begin ‘where do wou want to store the imported wirtual hard disks For this virtual machine?
Locate Folder

[Relet=lila D 11 Lseer st PuUblici DocumentsiHyper-wivi

fivirtual Hard Disks)

| | Browse, ..
Select Yirtual Machine

Choose Import Type

Choose Destination

Surnrary

T

10. Review the import configuration and click Finish. (Click Previous to return to a screen and
make changes.)

11. Configure the Network Adapter. Right-click on the VA and select Settings.
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Virtual Machines

Marme
S WinT - An 31.38-perfon

E

B Conne

Start

Enable

Help

Settings...

Checkpoint
Mowe,.,
Export...
Rename..

Delete...

-

State

CPU Usage

Assigned Mermaory
mance-0Y412R03

ct..

I

Funning a 16384 MB

Replication,.,

Uptirme Status

46.07:32:34

12. Select Network Adapter, then select the Virtual Switch that you created when you

configured Hyper-V.

Settings for Omni¥ista 421R0O1EA-bS0-An on WIN-LGUITNYIIGL

| Ornnivista 421RIEA-b50-An vl 4 b |G
# Hardware ~ U Metwork Adapter
"}A Add Hardware
& BIOS Specify the canfiguration of the netwark adapter ar remave the netwark adapter.
Book from <D Wirtual switch;
I [Amory |Brnadcnm et¥treme Gigabit Ethernet #2 - Yirtual Switch W
16384 MB Not connecked
n Processor il
5 Wirtual processors || Enable virbual L&N identification
(= il IDE Controller 0
- Hard Drive
ovnmse-4.2, 1.R01-50,0-di.,.
(= i IDE Controller 1 2
0% DVD Crive
None Bandwidth Management
= B 5051 Controller ["] Enable bandwidth management
% Hard Drive =
ovnmee-4.2, 1. R01-50,0-di..
W metwork Adapter
Broadcam Netttreme Gigabit Eb. .. 0
T
Fcomi 3
Mone
T comez o
Mone
l‘_" Diskette Drive To remove the network adapter From this virtual machine, dick Remove.
Mone
.
1] Namg ) I@I Use a legacy network adapter instead of this network adapter to perform a
Omniists 421R11EA-BS0-An network-based installation of the guest operating systemn or when integration
.ﬁ. Inkegration Services services are not installed in the guest operating system.
Some services offered
13| Checkpaint File Location
CH\ProgrambatalMicrosaftwin. ..
3& Smart Paging File Location
CH\ProgramDatalMicrosoftiwin.., [

oK Cancel

19
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Once the Virtual Appliance is powered on, go to Completing the OmniVista Installation to
complete the installation.

Completing the OmniVista Installation
Follow the steps in the following sections to complete the OV 2500 NMS-E 4.3R3 installation.

1. Launch the Hypervisor Console for the new VM. The Keyboard Layout prompt will appear.
Press Enter if you do not want to change the default keyboard layout, or enter y then press
Enter to change the default keyboard layout.

legenerating ssh host keys. ..

Conf igured Keyboard Layout: us
ould you like to configure new Keyboard Lagout [yinl (n):

The Technical Support Code Password Screen appears.

ow must remember the new Code and provide it to ALE Support Team for any troubleshooting on this 0
Uirtual Appliance.
ress [Enter] to continue

2. Press Enter, then enter a Technical Support password. This is a password that will be used
by Technical Support to access the VM, if necessary. The password prompt appears.

D i b ade b a3 g d o T .

» Conf igure "cliadmin" password "

ou must remember the new passwords in order to manage the Virtwal Appliance and DmmilVista.
Length of new password must be >= 8 and <= 38 characters
ord

3. Specify an administrative password, then re-enter to confirm the new password. Follow the
guidelines on the screen when creating the password.

Important Note: Be sure to store the password in a secure place. You will be prompted
for the password at the end of the installation. Lost passwords cannot be retrieved.

The OV IP address prompt appears.

oV IP addres not available, please configure it
[Enter] to e

4. Press Enter to configure the OV IP address and mask.

« Configure OU IP

5. Enter an IPv4 address.

6. Enter the IPv4 network mask.
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7. Press Enter at the confirmation prompt, then press Enter to continue. The UPAM Portal and
IP Ports prompt appears.

onf igure UPAM Portal IP & Ports
[1]1 Configure new IF & Ports

[Z2]1 Disable UPAM Fortal
(%) Type your optiom:

8. Enter 1 and press Enter to configure the UPAM IP and Ports. If you are not managing a
wireless network and will not be using UPAM, enter 2 and press Enter.

If you select 1 in this step, UPAM IP and Ports configuration must be completed (Steps 9 — 10).
If you select 2, go to Step 11.

(%) Please input UPAM Portal IPwvi: 18.255.2242.9,
ut UPAM Portal HTTP port [B88H
input UPAM Portal HTTPS port [84431:
dould you like to conf igur
UPAM Portal IP: 18
UPAM Fortal HTTE p

[yinl C(yl:
e conf iquration has been set
'ress [Enter] to continue

9. Enter a UPAM IP address and UPAM HTTP and HTTPS ports. The UPAM IP address can be
the same as the OV IP address or different. If the UPAM address is the same as the OV IP
address, you must use different ports. If you use a different IP address for UPAM, it is
recommended that you use the default ports. If you do not use the default ports, the ports
should be >1024.

10. Press Enter at the confirmation prompt, then press Enter to continue.

11. The Memory Configuration Based on Network Size screen is displayed.

R R R R R R e e

» Memory Configuration Based on Network Size "

hoose the number of devices:
[1] Low (lower than 588)
[Z]1 Medium
[3]1 High (Z
[4]1 Uery Hi
(=) Type your option: 1
ould you like to set:
The nwumber of devices: Low (lower than 5S5HH)

» conf iguration has been set
'ress [Enter] to continue

Select the number of devices OV 2500 NMS-E 4.3R3 will manage. To select a range, enter its
corresponding number at the command prompt (e.g., enter 1 for Low). Ranges include:

e Low (fewer than 500 devices, 15,000 wireless clients)

¢ Medium (500 to 2,000 devices, 30,000 wireless clients)

e High (2,000 to 5,000 devices, 1,000,000 wireless clients)

¢ Very High (5,000 to 10,000 devices, 1,000,000 wireless clients).

Press Enter; then enter y and press Enter at the confirmation prompt. Press Enter to display
the Configure the Virtual Appliance Menu.
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Important Note: Make sure that your VA configuration (e.g., Hypervisor Processor, OV VA
RAM, HDD Provisioning) is adequate for the number of devices you are managing; and
make sure the appropriate memory and disk space for the selected network size have been
allocated to the OmniVista VA. Insufficient memory or disk space for the chosen network
size may cause OV instability. OmniVista will not allow you to configure a network size that
cannot be supported by the VA configuration. For example, if you allocate 16GB of memory
for the OmniVista VA, OmniVista will only allow you to configure a Low network size (fewer
than 500 devices). Refer to Recommended System Configurations for details.

Important Note: The High-Availability feature supports up to 2,000 devices.

R o R e a e R

w Conf igure The Virtual Appliance w

T T R T R T e T T e T e e e e e e e T e e e R T e e e e e

= [1]1 Help
¢ [21 Disp

& Ports

« [13]
« [14]1 Change esolution

[15]1 Config * Network C
t Con Menu And Con

(=) Type your option: _
12. Type 5 then press Enter to configure the Default Gateway.5

w Configure Default Gateway "
B B B B B B B O B B R B g R R B B N B B S B B B B o 8
(=) Please input defaut gateway w4: 18.255
ould you like to configure:

default gateway: 1H.255.222.62
[yinl (yh:
e conf iguration has been set
= [Enter] to continue

13. Enter an IPv4 default gateway IP address.

14. Press Enter at the confirmation prompt to set the gateway. Press Enter to continue and
return to the Configure the Virtual Appliance Menu.
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L R B o R R R R

tal IP & Ports
teway

« [13]1 Conf igu
« [14] Change si

R T e e T e e T e e e e e e T e

(%) Type your option: _

15. Type 0 and press Enter to exit the menu and complete the installation. OmniVista will
display the current configuration and reboot (it takes about a minute before the reboot starts).
When the reboot is complete, the OmniVista Login Screen will appear.

CentDS Linux
iernel 3.18.8-693.17.1.el17.x86_64 on an xB6_6b4

Alcatel-Lucent Enterprise OmniVista Z588 NMS 4.3R3 GhA

16. Log into the VM.

e omnivista login — cliadmin
o password — Enter the administrative password you created in Step 3.

After successful login, the Virtual Appliance Menu appears.

Login Authentication Server
Power OffF

ced Mode
= [11] Set Up Optional Tools
; . rt to Cluster
[13]1 Join Er
# [B] Log Out "

T T T e e e e T e e e e e e e T e e e T e e e e e

(=) Type your option:

If necessary, you can configure additional settings (e.g., Proxy, DNS) that may be required to
access OV 2500 NMS-E 4.3R3. For more information on configuring the VM, see Appendix B —
Using the Virtual Appliance Menu.
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Note: OV 2500 NMS-E 4.3R3 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository for upgrade software, Application Visibility Signature Files, and
2ProActive Lifecycle Management. If the OmniVista 2500 NMS Server has a direct
connection to the Internet, a Proxy is not required. Otherwise, a Proxy should be configured
to enable OV 2500 NMS-E 4.3R3 to connect to these external sites (Port 443): 3

e ALE Central Repository — ovrepo.fluentnetworking.com
o AV Repository — ep1.fluentnetworking.com

o PALM - palm.enterprise.alcatel-lucent.com

e Call Home Backend - us.fluentnetworking.com

17. After completing all required settings, verify that all services are running using the Run
Watchdog Command in the Virtual Appliance Menu. Select 3, then press Enter, then select 3
and press Enter to display the status of OmniVista Services. See Run Watchdog Command for
more details.

18. Once all services are running, enter https.//<OVServerlPaddress> in a supported browser to
launch OV 2500 NMS-E 4.3R3.3.

Note: If you changed the default HTTPs port (83443) during VA configuration, you must
enter the port after the IP address (e.g., https.//<OVServerlPaddress>:<HTTPsPort>).

19. The first time you launch OmniVista you will be prompted to activate the OmniVista License.
Import the license file (.dat) or enter the license key to activate the license. You can also
activate any additional licenses (e.g., Stellar APs, VM, BYOD) at this time.

Important Note: It is highly-recommended that you change all default user passwords
(Admin, Netadmin, Writer, User) after logging into OmniVista for the first time. Go to the
User Management Screen (Security — Users & User Groups — User) to update the
passwords. Be sure to store the password(s) in a secure place. Lost passwords
cannot be retrieved.

Remember, if you want to configure a High-Availability Installation, you must deploy two (2)
VMs — one for the Active OmniVista Server (Node 1) and one for the Standby OmniVista Server
(Node 2). Make sure to deploy both VMs before converting them to a High-Availability
Installation.

Converting to a High-Availability Installation

After deploying two (2) VMs, you can convert the VMs to a High-Availability (HA) Installation. An
HA installation consists of a cluster of two VMs (Node 1 and Node 2), with one node acting as
the Active OV Server (Node 1) and the other as a Standby OV Server (Node 2). They are
referred to as “Peer Nodes” in the installation process. If Node 1 fails, OmniVista will
automatically failover to Node 2. Once you have installed both VMs, you can convert them to a
High-Availability Cluster Configuration. There are two HA Installation configurations:

o Layer 2 Configuration — In a Layer 2 HA Configuration both OmniVista Server VMs must
be on the same subnet. In this configuration, you configure a virtual Cluster IP address.
Both the Active and Standby Nodes are reached through the Cluster IP address.
Network devices communicate with the Active Node through the Cluster IP address. In
the event of a failover, the Standby Node becomes the Active Node and network
devices, again, communicate to it through the Cluster IP address.

Generally, when converting an existing Standalone Installation, you will configure it as a
Layer 2 Installation (using the existing OmniVista Server IP address as a virtual Cluster
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IP address). This will avoid having to re-configuring devices to a new OmniVista Server
IP address after the conversion because network devices will still be communicating with
OmniVista using the same IP address. During the conversion process, there is an option
to assign a new IP address to the existing OmniVista Server. The existing IP address is
then available in the next step to configure it as the Cluster IP address.

Important Note: Stellar APs are only supported in a Layer 2 HA Configuration. If you
are using Stellar APs, you must use a Layer 2 HA Configuration.

Layer 3 Configuration — In a Layer 3 HA Configuration the OmniVista Server VMs are on
different subnets, with a unique IP address for each server. Network devices can
communicate with both VMs (Active and Standby Nodes). Network devices
communicate with the Active Node. In the event of a failover, devices automatically
communicate with the new Active Node. You can convert an existing Standalone
Installation to a Layer 3 Installation; however, you will have to re-configure network
devices to communicate with both Nodes.

Important Note: Make sure network devices can communicate with both nodes (Active
and Standby).

The Hypervisor's on which you are installing OmniVista must have the latest Network
Adaptor drivers:

e Hyper-V:
e Broadcom: Version b57nd60a.sys version 16.8 and later.
e HP: Version 16.8 and later.
e VMware:
e Broadcom: Version Tg3-3.133d.v55.1-101300361 and later.

The recommended network bandwidth is 1Gbps. The recommended network latency is
1ms.

You must have a High-Availability License to enable the High Availability Feature. After
you complete the installation, the first time you open OmniVista in a browser, you will be
prompted to activate the OmniVista License and the High-Availability License.

To configure the Cluster, you will need IP addresses for the following:

Node 1 — This is the physical IP address of the Active Node (Node 1).
Node 2 — This is the physical IP address of the Standby Node (Node 2).

Cluster IP Address (Layer 2 Installation Only) — This is a virtual IP address that is
used to communicate with the network (and with the Active and Standby Nodes).

Important Note: Make sure to plan the Cluster IP address, Node IP addresses and
Hostnames carefully and have them available for reference throughout the installation
process for both VMs (Node 1 and Node 2).
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Layer 2 Configuration

In a Layer 2 HA Configuration both OmniVista Server VMs must be on the same subnet. In this
configuration, you configure a virtual Cluster IP address. Both the Active and Standby Nodes
are reached through the Cluster IP address. Converting a Layer 2 HA Configuration consists of
the following steps:

e Converting Node 1 to Cluster Mode
e Joining Node 2 to the Cluster

e Verifying the Conversion
e Logging Into the OmniVista Ul

Converting Node 1 to Cluster Mode

First, convert Node 1 to Cluster Mode. If you are converting an existing 4.3R3 Standalone
Installation, these steps are performed on the existing Standalone VM.

1. Launch a Hypervisor Console on the VM you want to configure as Node 1 and log in. The
Virtual Appliance Menu will appear.

L N

# The Virtual Appliance "

1 Conf igure
[31
[4] Upgrade

[5]1 Change

[6] Logging

[7] Login Authentication Server
[8]1 Power Off

[9]1 Reboot

[18] Advanced Mode

[11]1 Set Up 0

[12] Convert

[13]1 Join Clu:

[B] Log Out

¥ X X ¥ X k X X

(=) Type your

2. On the Virtual Appliance Screen, enter 12 (Convert to Cluster) and press Enter. The following
Warning Prompt will appear:
UV will restart if you continue.

Backing up this OU 1 before continue is strongly recommended.
fire you sure want to rting to cluster?lyinl (n):

3. Enter y and press Enter to continue. A second Warning Prompt will appear.

fif ter rebooting, the background process will continue, this could take a while to complete in boot s
reen?t?

Press [Enterl to continue

4. Press Enter to continue. The VM will reboot.

The VM will reboot. (The screen will go black for about 10 seconds before displaying the reboot

progress.) The process will continue for some time in the background while the rebooting screen
is displayed (the screen may appear to be “stuck” on the reboot progress display). It can take up
to 15 — 20 minutes for the process to complete. When it completes, the VM configuration will be

displayed, followed by the Login Screen.
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Important Note: Do not attempt to log into the VM through SSH while the process is
running. Wait for it to complete and login to the VM through the Hypervisor Console when
the Login Screen is displayed.

64 on an xB6_64

atel-Lucent Enterprise Ommillista 2588 NM5 4.3R3 GA

echnical Suppor
immivista login:

ou have selected conmverting this node to cluster. Please complete this process...

ATTENTION: If you are converting an existing standalone configuration to a cluster configuration, yo
L must use the existing standalome OU IP a ss for the Cluster IP address to awoid re-configuring

i ng OV IF address for the Cluster IP
dould you like to ign another IP addre

Here you are given the option of re-configuring the current Node’s IP address. What you are
doing in this step is configuring a new physical IP address for the current Node (e.g.,
10.255.222.203); and freeing up the current IP address (10.255.222.97) to be used as the
virtual Cluster IP address (Step 9). Network devices will then communicate with the virtual
Cluster IP address.

6. Enter y and press Enter to re-configure the current Node’s IP address. Enter a new IP
address (e.g., 10.255.222.203) and subnet mask for the current Node, enter y and press Enter
at the Confirmation Prompt, then press Enter to continue.

# Conf igure OV IP
18.2¢ a3
B1:

his cluster node must have unigue hostname among all other nodes in the same cluster.
ou need to select a hostname for this node before comtinue.

he conf iguration h
Press [Enter] to «

7. Enter a Hostname (up to 15 characters) for Node 1 and press Enter. Enter y and press Enter
at the Confirmation Prompt, then press Enter again to continue. After a couple of minutes, the
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Cluster Name prompt will appear. Note that the Hostname must be in lower case letters (e.g.,
“ov1” not “OV1”).

(=) Please input Cluster Name: oucluster
ould you like to configure:

Cluster Name: oucluster
[yinl (y): _

8. Enter a Cluster Name (e.g., ovcluster), enter y, then press Enter. The following prompt will
appear.

ould you like to conf igure C r IP address [yinl (y): _

9. Enter y and press Enter. Enter the Cluster IP address (the previous IP address of Node 1 —
e.g., 10.255.222.97) and press Enter, then enter y and press Enter at the Confirmation Prompt.

(=) Please input OU C ster IPv4 address: 18.255.222.97
luster IF must th& subne wlth UU IP'

10. Enter a UPAM Portal Web Address, and ports and press Enter. Enter y and press Enter at
the Confirmation Prompt.

FAM Fortal Web IPvd Ade
PAM Portal Web HTTP
FAM Portal Web HTTF Po
Please input UPAM Pi
ould you like

uPAM

uPAM

UPAM Portal L.L-‘b HTTPS FIII
[yinl (yl):

By default, the UPAM IP address and default ports are prefilled with the address and ports of
the Standalone Node you are converting (press Enter to accept the defaults). However, you can
configure the UPAM Web Portal as follows. The UPAM Web Portal can be:

e The same IP address as the Cluster IP address (with different ports)

o A different IP address than the Cluster IP address (with different ports but must be in the
same subnet as the Cluster IP address

o A different IP address than the Cluster IP (the same ports but must be the same subnet).
The UPAM Web Portal cannot be:

e The same IP address as any Node in the Cluster
¢ On a different subnet than the Cluster IP address.

Important Note: If UPAM was not configured on the Standalone Installation you are converting,
follow the recommendations above. If UPAM was configured on the standalone Installation you
are converting, it is recommended that you keep the existing UPAM configuration. If you do
change the existing UPAM configuration, you must manually re-configure all UPAM-related
device configurations (including the UPAM Global Settings in the Unified Profile application).

The process will start with the progress displayed at the bottom of the screen (the process can
take 15 — 20 minutes).

28 Part No. 060587-10, Rev. B



OmniVista 2500 NMS Enterprise 4.3R3 Installation and Upgrade Guide

After the process completes (Initializing Steps 1 — 3 each reach 100%), the Login Screen will
appear. (You may have to press Enter to display the Login Screen after the process
completes.)

64 on an xB6_bHb4
tel-Lucent Enterprise OmniVista 2588 NMS 4.3R3 GA
Build Date: B

echnical Suppor
vl login: _

L L, T R R e e T R e

# The HA Virtual Applian nu

[51 Run Wat
[61 Upgr

[18] Power Off
[11] Reboot
[B] Log Out

(=) Type your op

Node 1 is now in High-Availability (Cluster) Mode. Join Node 2 to the Cluster as described
below.

Joining Node 2 to the Cluster

1. Launch a Hypervisor Console on the VM you want to configure as Node 2.

e e e D e - - e e e Do e e e - - e - - e e e - e - e
# The Uirtual Appliance Menu
e e D e - e T el e e e - e - e -
% [1]1 Help
# [2] Configure The Virtual Appliance

[31 ;

Login Authentication 3

Power Off
Reboot
Advanced Mode

[12]1 Convert
[13]1 Join Clu
[A] Log Out
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2. On the Virtual Appliance Screen, enter 13 (Join Cluster) and press Enter. The following
Warning Prompt will appear:

fill data on this node will be lost and OU will restart if you continue.
Backing up this OV ir | on before continue is strongly recommended.
fire you sure want to eed joining cluster?lyinl (n): _

oo o000 -0 oo e 0000000 oo oo B

Conf igure Hos

4. Enter a Hostname (up to 15 characters) for Node 2 and press Enter. Enter y and press Enter
at the Confirmation Prompt, then press Enter again to continue. Note that the Hostname must
be in lower case letters (e.g., “ov2” not “OV2”). The Configure Peer Node’s Information Screen
appears.

P
ould you like t
IP of Peer
[yinl C(yl:

5. Enter the physical IP address of Node 1. This is the new physical IP address you assigned to
Node 1 in Step 6 of the previous section (e.g., 10.255.222.203), then enter y and press Enter to
confirm.

6. At the “Cluster Password” prompt, enter the “cliadmin” password for Node 1. The following
prompt will appear.
Aif ter rebooting, the background process will continue, this could take a while to complete in boot

reen?t?
Fress [Enterl to continue

7. Press Enter to continue. The VM will reboot. (The screen will go black for about 10 seconds
before displaying the reboot progress.) The process will continue for some time in the
background while the rebooting screen is displayed (the screen may appear to be “stuck” on the
reboot progress display). It can take up to 5 — 10 minutes for the process to complete. When it
completes, the VM configuration will be displayed, followed by the Login Screen.

64 on an xB6_b4

itel-Lucent Enterprise Ommilista 2588 NMS 4.3R3 GA

Build Date: BZ
echnical Suppor le: alcatel
wZ login: _

8. Log into the VM. The following screen will appear, showing the progress of the conversion
process on Node 2.
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ou have selected Joining cluster on this node. Please complete the process...
Preparing, please wait...

Joining to Cluster...

Joining cluster is now completed. Now the data is being synchronmized between nodes.

You could trace the progress in show cluster status menu.

ou must logout and re-login to use the HA administration menu. Press Enter to do so

9. When the process is complete, you will be prompted to press Enter to logout and login (as
shown above). Press Enter at the prompt. The Login Screen will appear.

ent0S Linux )
Kernel 3.18.8 .1.el?.x86_64 on an xB6_64

Product Name: fAilcatel-Lucent Enterprise OmnilUista 25688 NMS 4.3R3 Gh
[Build Number:

[Patch Number: 8

Build Date: B2~

[Technical Support C

JovZ login: _

#» The HA Virtwal Appliance Menu 5

Optional Tools
11 A nce Mode
[18] Power Off
[11] Reboot
[B] Log Out

The High-Availability Conversion Process in now complete. Verify the configuration as
described below.

Verifying the Conversion

1. Verify that all services are running on Node 1:

¢ Go to the Virtual Appliance Menu of Node 1.

e Enter 5 (Run Watchdog Command) then press Enter. Enter 3 (Display Status of All
Services) and press Enter to display the status of OmniVista Services. See Run
Watchdog Command for more details.

2. Verify that all services are running on Node 2:

¢ (o to the Virtual Appliance Menu of Node 2.

e Enter 5 (Run Watchdog Command) then press Enter. Enter 3 (Display Status of All
Services) and press Enter to display the status of OmniVista Services. See Run
Watchdog Command for more details. Note that on Node 2, all services should be
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running except upam, radius, and nginx. It is the expected behavior on the Standby
Node that these services will be “Stopped”.

3. Check the Cluster status on Node 1.
¢ (o to the Virtual Appliance Menu of Node 1.

e Enter 2 (Show OV Cluster Status) the press Enter. See Show OV Cluster Status for
more information.

Loqging into the OmniVista Ul

1. Once all services are running, enter https.//<ClusterlPaddress> in a supported browser to
launch OV 2500 NMS-E 4.3R3.

Note: If you changed the default HTTPs port (443) during VA configuration, you must enter
the port after the IP address (e.g., https.//<IPaddress>:<HTTPsPort>).

2. The first time you launch OmniVista you will be prompted to activate the OmniVista License
(fresh installation) and the High-Availability License. Import the license file (.dat) or enter the
license key to activate the license(s). You can also activate any additional licenses (e.g., Stellar
APs, VM, BYQOD) at this time.

Important Note: It is highly-recommended that you change all default user passwords
(Admin, Netadmin, Writer, User) after logging into OmniVista for the first time. Go to the
User Management Screen (Security — Users & User Groups — User) to update the
passwords. Be sure to store the password(s) in a secure place. Lost passwords
cannot be retrieved.

Layer 3 Configuration

In a Layer 3 HA Configuration the OmniVista Server VMs are on different subnets. Network
devices then communicate with both VMs (Active and Standby Nodes) simultaneously. You can
convert an existing Standalone Installation to a Layer 3 Installation; however, you will have to
re-configure network devices to communicate with both Nodes. Converting a Layer 3 HA
Configuration consists of the following steps:

e Converting Node 1 to a Cluster Configuration

e Joining Node 2 to the Cluster

e Verifying the Conversion
e Logging Into the OmniVista Ul

Converting Node 1 to Cluster Mode

First, convert Node 1 to Cluster Mode. If you are converting an existing 4.3R3 Standalone
Installation, these steps are performed on the existing Standalone VM.

1. Launch a Hypervisor Console on the VM you want to configure as Node 1 and log in. The
Virtual Appliance Menu will appear.
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Logging
Login Authentication Serwver

nced Mode
Up Optional Tools

L R e R L L L L

(#) Type your option:

2. On the Virtual Appliance Screen, enter 12 (Convert to Cluster) and press Enter. The following
Warning Prompt will appear:
0V will restart if you continue.

acking up this OV installation before continue is strongly recommended.
e you sure want to proceed converting to cluster?lyinl (n):

3. Enter y and press Enter to continue. A second Warning Prompt will appear.

fter rebooting, the background process will continue, this could take a while to complete in boot s
reent???
'ress [Enter] to continue

4. Press Enter to continue. The VM will reboot.

The VM will reboot. (The screen will go black for about 10 seconds before displaying the reboot

progress.) The process will continue for some time in the background while the rebooting screen
is displayed (the screen may appear to be “stuck” on the reboot progress display). It can take up
to 15 — 20 minutes for the process to complete. When it completes, the VM configuration will be

displayed, followed by the Login Screen.

Important Note: Do not attempt to log into the VM through SSH while the process is
running. Wait for it to complete and login to the VM through the Hypervisor Console when
the Login Screen is displayed.

CentDS Linux 7 (Core)
gernel 3.10.8-693.17.1.e17.x86_64 on an xB6_64

‘roduct Name: Alcatel-Lucent Enterprise Omnillista 2588 NMS 4 .3R:
]

i ivista login: _

5. Log into the VM. The following screen will appear.
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‘'ou have selected converting this node to cluster. Please complete this process...

TTENTION: If you are converting an existing standalone conf iguration to a cluster configuration, yo
L must use the existing standalone OV IF address for the Cluster IP address to avoid re-conf iguring
evices after the conversion. Change the existing OV IF address to another IFP address and use the ex
isting OU IP address for the Cluster IP in next steps.

Jould you like to assign another IP address to this cluster nodelyinl (y):

6. Enter n and press Enter to continue with the installation. The Configure Hostname Screen
will appear.

D e Rk e h s el e B B R R R

stname [omnivistal: ouvl
Rdould you lik L onf igure:
| hostname: ouvl
lyinl C(y):
e conf iguration has been set
[Enter] to continue

7. Enter a Hostname (up to 15 characters) for Node 1 and press Enter. Enter y and press Enter
at the Confirmation Prompt, then press Enter again to continue. Note that the Hostname must
be in lower case letters (e.g., “ov1” not “OV1”). After a couple of minutes, the Cluster Name
prompt will appear.

‘reparing, please wait...
(#) Please input Cluster Mame: oucluster

dould y ||]. like to comfig
Clu Name: owvcluster

IP address [yinl (y): n
OV Cluster IP address [yinl (

9. Enter n, press Enter, then enter y and press Enter again at the Confirmation Prompt. Note
that if you are converting from an existing Standalone Installation and were using a UPAM Web
Portal, it will be disabled in a Layer 3 Configuration.

The process will start with the progress displayed at the bottom of the screen (the process can
take 10 — 15 minutes). After the process completes (Initializing Steps 1 — 3 each reach 100%),
the Login Screen will appear. (You may have to press Enter to display the Login Screen after
the process completes.)

Build Date: ’
echnical Support
wl login: _

10. Log into the VM. The HA Virtual Appliance Menu will appear.
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WOER W R R

w The HA tual Applie nu

R R

[11]1 Reboot
[A] Log Dut

Node 1 is now in High-Availability (Cluster) Mode. Join Node 2 to the Cluster as described
below.

Joining Node 2 to the Cluster

1. Launch a Hypervisor Console on the VM you want to configure as Node 2.

# The Virtual Appliance

oo e 0 0 o o Do e o oo Do e e e - - o o - o e e e e - e e e e
Help
Conf igure T

g
Authentication :
¥}

2. On the Virtual Appliance Screen, enter 13 (Join Cluster) and press Enter. The following
Warning Prompt will appear:
fill data on this node will be lost and OV will restart if you continue.

Backing up this OV tallation before continue is strongly recommended.
fire you sure want to p ed joining cluster?lyinl (n):

e input h
ould you 1i
]l B

4. Enter a Hostname (up to 15 characters) for Node 1 and press Enter. Enter y and press Enter
at the Confirmation Prompt, then press Enter again to continue. Note that the Hosthame must
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be in lower case letters (e.g., “ov2” not “OV2”). The Configure Peer Node’s Information Screen
appears.

ould you like
IP of
[yinl C(yl:

5. Enter the IP address of Node 1 (e.g., 10.255.221.97), then enter y and press Enter to
confirm.

6. At the “Cluster Password” prompt, enter the “cliadmin” password for Node 1. The following
Confirmation prompt will appear.
fif ter rebooting, the background process will continue, this could take a while to complete in boot =

reentt?
Press [Enterl] to continue

7. Press Enter to continue. The VM will reboot. (The screen will go black for about 10 seconds
before displaying the reboot progress.) The process will continue for some time in the
background while the rebooting screen is displayed (the screen may appear to be “stuck” on the
reboot progress display). It can take up to 5 — 10 minutes for the process to complete. When it
completes, the VM configuration will be displayed, followed by the Login Screen.

echmical Suppor
wZ login: _

8. Log into the VM. The following screen will appear, showing the progress of the conversion
process on Node 2.

ted Joining cluster on this node. Please complete the process...
Preparing, p wait...

Joining to Cluster. ..

Joining cluster is now completed. Now the data is being synchronized between nodes.

You could trace the progress in show cluster status menu.

ou must logout and re-login to use the HA administration menu. Press Enter to do so

9. When the process is complete, you will be prompted to press Enter to logout and login (as
shown above). Press Enter at the prompt. The Login Screen will appear.
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echnical Support Cod
we login: _

w The HA Virtwal Applian

HHHHHHHHHHHEHHEHRHRRHEHEH

w [1]1 Help

[11] Reboot
[A]1 Log Out

() Type your o)

The High-Availability Conversion Process in now complete. Verify the configuration as
described below.

Verifying the Conversion

1. Verify that all services are running on Node 1:

¢ Go to the Virtual Appliance Menu of Node 1.

o Enter 5 (Run Watchdog Command) then press Enter. Enter 3 (Display Status of All
Services) and press Enter to display the status of OmniVista Services. See Run
Watchdog Command for more details.

2. Verify that all services are running on Node 2:

¢ Go to the Virtual Appliance Menu of Node 2.

e Enter 5 (Run Watchdog Command) then press Enter. Enter 3 (Display Status of All
Services) and press Enter to display the status of OmniVista Services. See Run
Watchdog Command for more details. Note that on Node 2, all services should be
running except upam, radius, and nginx. It is the expected behavior on the Standby
Node that these services will be “Stopped”.

3. Check the Cluster status on Node 1.
¢ Go to the Virtual Appliance Menu of Node 1.

e Enter 2 (Show OV Cluster Status) the press Enter. See Show OV Cluster Status for
more information.

Loqqing into the OmniVista Ul

1. Once all services are running, enter https./<IPaddress of the Active Node> in a supported
browser to launch OV 2500 NMS-E 4.3R3.
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Note: When you create a Layer 3 Cluster Configuration, OmniVista randomly assigns the
Active Node to one of the VMs during the “Join Cluster” process (not necessarily to the first
Node you configured for the Cluster). Use the “Show OV Cluster Status” command on the
HA Virtual Appliance Menu to confirm the Active Cluster.

Note: If you changed the default HTTPs port (443) during VA configuration, you must enter
the port after the IP address (e.g., https./<IPaddress>:<HTTPsPort>).

2. The first time you launch OmniVista you will be prompted to activate the OmniVista License
(fresh installation) and the High-Availability License. Import the license file (.dat) or enter the
license key to activate the license(s). You can also activate any additional licenses (e.g., Stellar
APs, VM, BYOD) at this time.

Important Note: It is highly-recommended that you change all default user passwords
(Admin, Netadmin, Writer, User) after logging into OmniVista for the first time. Go to the
User Management Screen (Security — Users & User Groups — User) to update the
passwords. Be sure to store the password(s) in a secure place. Lost passwords
cannot be retrieved.

Upgrading from 4.3R2 to 4.3R3

use the Upgrade option in the Virtual Appliance Menu to upgrade from an OV 2500 NMS-E
4.3R2 Standalone or High-Availability Installation to an OV 2500 NMS-E 4.3R3 Standalone or
High-Availability Installation.

Upgrading from 4.3R2 Standalone to 4.3R3 Standalone

Follow the steps below to use the Upgrade option in the Virtual Appliance Menu to upgrade from
an OV 2500 NMS-E 4.3R2 Standalone Installation to an OV 2500 NMS-E 4.3R3 Standalone
Installation.

Important Notes: Before beginning the upgrade:

o Take a VM Snapshot of the OmniVista VA.

¢ Move old OmniVista Server Backup files to external storage (SFTP to OmniVista using
port 22 and the “cliadmin” login to access the files under “backups” directory).

o Copy old switch backup files to external storage for archiving purposes if needed (SFTP
to OmniVista using port 22 and use the “cliadmin” login to access the files under the
“switchbackups” directory), and then delete these old switch backup files from the
Resource Manager Ul. You can also automatically purge old backup files by configuring
a Backup Retention policy (Configuration - Resource Manager Settings). Note that the
new retention policy (purging of old backup files) will take effect only when the next
switch backup occurs.

e Ensure that there is enough free disk space for OmniVista. If necessary, move VM
Snapshots to free up space.

e You can also reduce the default Analytics purge settings for Top N Ports/Switches/
Applications/Clients to free up disk space (default settings are to purge data after 6 or 12
months). The purge will not happen immediately, OmniVista many take up to a day to
purge the older data, but it is recommended as a way to save disk space.

Note that OV 2500 NMS-E 4.3R3 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository for software upgrades. If the OmniVista 2500 NMS Server has a direct
connection to the Internet, a Proxy is not required. If a Proxy has not been configured, select 2 -
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Configure The Virtual Appliance on the Virtual Appliance Menu, then select 15 - Configure
Proxy.

It is highly recommended that you perform the upgrade directly from the VM Console. If you
access OmniVista remotely using an SSH client (e.g., putty), the client should be configured
to keep the session alive by sending periodic “keepalive” messages. The upgrade can
take anywhere from 30 minutes to 4 hours depending on network speed, network size, and
database size.

Important Note: Before beginning the upgrade, stop all Watchdog Services using the Run
Watchdog Command in the VA Menu.

Important Note: During the upgrade process, when presented with the prompt: “Press any
key to continue the upgrade”, you must hit a key before the countdown expires. If you do
not, the upgrade will automatically begin at the end of the countdown, but it will fail. If this
happens, start the upgrade process again and press any key when prompted before the
countdown expires.

Authentication Server
Dff
[9]1 Reboot
[18] Advanced Mode
Optional Tools

y ¥ %k % %k X kX X X ¥ X ¥ k & X

2. Enter 4 — Upgrade/Backup/Restore VA and press Enter to bring up the Upgrade VA Menu
Screen.

9o oo oo -

le to Latest patch of Current Release, if any)

1" (Selected - Disabled)
M3 Data

3. Enter 2 — To 4.3R2 (Upgrade to Latest patch of Current Release, if any) and press Enter
to bring up the Upgrade System Options Menu.

Warning: If you select 3 — To New Release, the upgrade will fail with the following error
message - "/etc/yum.repos.d/ALECentral Repo.repo: Permission denied". You must select 2

— To 4.3R2 (Upgrade to Latest patch of Current Release, if any).
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[1] Help
[Z2]1 Download

[3]1 Download O ||"I_J_
[4] Upgrade from downloa
[A] Exit

4. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the Confirmation Prompt.

hecking available 1. operation iz in progress...

build 24
atel-lucent .co ‘oduct=0mmiVist HHENe tux

: ALE USA Inc.

. Patch 1 for Alcatel-Lucent Enterprise OmmiVista 2588 NMS-E 4.C

: build 24

¢ DVE-3399: Could wot upgrade 4.3RZ to 4.3R3 with ALE Central Repo

41: NO authen radius ble between UPAM and RADIUS
+ Too many authentication seen in 0V log

Improw MP ping loc in OV to avoid fake
Dowm tre r ADS de

Could not upgrade the switch 6358
: Failure upgrade from Patch to Patch

when you input the RADIUS server
fter 16 characters

ould you like to in 11 the pa > [yinl (nd:

5. Enter y and press Enter at the Confirmation Prompts to apply the patch.

6. When the installation is complete, the following message will appear. Press Enter to reboot
the VM.

Complete?

Operation is successful

You can safely ignore any warnings that may have been displayed above
Press [Enter]l to continue

The Virtual Appliance has to be restarted for applying new changes
Press [Enter]l to continue

When the reboot is complete, the login screen will appear.
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Build Date: 11,

#» The Virtual Appliance
T e e e e e e

[2]1 Co gure
[3] Run HWat
[4]1 Upgrac
[5]1 Change
[6] Logging
in Authentication
[B] Power Off
[9] Reboot
ed Mode
. Up Dpti 1 Tools
wert to ster
[13]1 Join Clus
[A] Log Out

(=) Type your o

Note: Make sure all services are running before proceeding to Step 8.

8. Enter 4 — Upgrade/ Backup/Restore VA and press Enter to bring up the Upgrade VA Menu
Screen.

BT e e e e e e e e e e e e e e e e e e e D R D D e
* Upgrade UA .

R R i L L L R L L R R

Help .
To 4.3R2 ( ade to La t patch of Current Release, if any)

- ALE Central Repo)

1" (Selected - Disabled)
A NMS Data

Screen.

10. Enter 1 - Upgrade to 4.3R3 and press Enter to bring up the Upgrade System Options
Menu.
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[1]1 Help
[2] Dl:nun]l:md and U
nly

[41 Upgrnde i;um ‘downloaded pa
[B]1 Exit

11. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on
the current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages.

urrent version of Virtual fAppliance
Product Mame: Alcatel-Lucent Enterprise OmniVista 2588 NMS 4.3RZ GA
Build Number: 24
Patch Number:

JR3 operation is in progress...
after uwpgrading latest to the build of 4.
grade for 4.3RZ release now [yinl (n):

12. Enter y and press Enter at the Confirmation Prompt. OmniVista will retrieve and display
upgrade information for 4.3R3.

Getting upgrade information for 4.3R3...
pgrade information for 4.3R3
ilable Pack

po
Summary
IRL  ht f.[l ssenterprise n]| .11| I1-1lucent . com  Tproduct llrml iVistaZ5@8Ne tworkManagementSystemfamp
ipage=over 1)
: ALE USA Inc.
iption : Alcatel-Lucent Enterprise OmniVista Z588 NMS-E

You have chosen to up st build of 4.3R3 rele . refer to Release Notes and Insta
| ﬁuide of t before continuing with :
> pgrade now ?Lyinl (nd: y

loss or corruption. We advise taking a UM s wt and read Instal
prior to this.
y

it may take long time depending on
g upgrading. This is a normal c the RPM installer tries
nore them.

13. Enter y and press Enter at the Confirmation Prompts to upgrade to 4.3R3.

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
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Configure The Virtual Appliance Menu (from the Virtual Appliance Menu, select 2 -
Configure The Virtual Appliance to access the menu).

14. When the installation is complete, the following prompt will appear. Press Enter to continue,
then press Enter to reboot the VM.

ion is successful
[Enterl to continue

12 Virtual Appliance has to be restarted for applying new changes
‘ress [Enter] to continue

15. The reboot process will take several minutes. When the reboot is complete, log into the VM
and verify the upgrade.

o Verify that the Build Number is correct.

o Go to the Virtual Appliance Menu and select option 2 — Configure the Virtual
Appliance, then select option 2 — Display the Current Configuration to view the
current Build Number. See Display Current Configuration for more details.

o Verify that all services have started.

e From the Configure the Virtual Appliance Menu, select option 0 — Exit to go to The
Virtual Appliance Menu.

o Select option 3 — Run Watchdog Command, then select option 3 — Display Status
of All Services. See Run Watchdog Command for more details.

Launching the OmniVista Ul

Once all services are running after upgrading, enter https://<OVServerlPaddress> in a
supported browser to launch OV 2500 NMS-E 4.3R3.

Important Notes for Stellar APs:

¢ If your network includes Stellar APs, you must upgrade these devices to AWOS
3.0.5.1046 after completing the OmniVista upgrade. Use the Resource Manager
Upgrade Image Screen (Configuration — Resource Manager — Upgrade Image) to
upgrade Stellar APs. The AWOS Image Files are available on the Service and Support
Website.

¢ Also note that if you are upgrading from a previous build and your network has more
than 256 Stellar APs, you must re-apply your VA memory setting after completing the
OmniVista upgrade as described below.

1. Go to Virtual Appliance Menu. Select 2 - Configure the Virtual Appliance.

2. Select 2 - Display Current Configuration to verify your currently-configured
network size (e.g., Low, Medium, High).

3. Select 10 - Configure Network Size, then select 2 - Configure OV2500 Memory.

Select your current memory configuration (e.g., 1 - Low). Press y at the confirmation
prompt, then press Enter to continue.

5. At the Watchdog Service prompt, press y, then press Enter to restart Watchdog
Services.
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Upgrading from 4.3R2 HA to 4.3R3 HA

Follow the steps below to use the Upgrade option in the Virtual Appliance Menu to upgrade from
an OV 2500 NMS-E 4.3R2 High-Availability Installation to an OV 2500 NMS-E 4.3R3 High-
Availability Installation. You must upgrade both the Active and Standby Nodes.

Important Notes: Before beginning the upgrade:

e Take a VM Snapshot of the OmniVista VA.

e Move old OmniVista Server Backup files to external storage (SFTP to OmniVista using
port 22 and the “cliadmin” login to access the files under “backups” directory).

e Copy old switch backup files to external storage for archiving purposes if needed (SFTP
to OmniVista using port 22 and use the “cliadmin” login to access the files under the
“switchbackups” directory), and then delete these old switch backup files from the
Resource Manager Ul. You can also automatically purge old backup files by configuring
a Backup Retention policy (Configuration - Resource Manager Settings). Note that the
new retention policy (purging of old backup files) will take effect only when the next
switch backup occurs.

o Ensure that there is enough free disk space for OmniVista. If necessary, move VM
Snapshots to free up space.

¢ You can also reduce the default Analytics purge settings for Top N Ports/Switches/
Applications/Clients to free up disk space (default settings are to purge data after 6 or 12
months). The purge will not happen immediately, OmniVista many take up to a day to
purge the older data, but it is recommended as a way to save disk space.

e Make sure the data sync between the two Nodes are up to date using the Show Cluster
Status command in the HA Virtual Appliance Menu and make sure all services are
running on both nodes.

¢ Make sure you can access OmniVista through the Web interface.

Note that OV 2500 NMS-E 4.3R3 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository for software upgrades. If the OmniVista 2500 NMS Server has a direct
connection to the Internet, a Proxy is not required. If a Proxy has not been configured, select 2 -
Configure The Virtual Appliance on the Virtual Appliance Menu, then select 15 - Configure
Proxy.

It is highly recommended that you perform the upgrade directly from the VM Console. If you
access OmniVista remotely using an SSH client (e.g., putty), the client should be configured
to keep the session alive by sending periodic “keepalive” messages. The upgrade can
take anywhere from 30 minutes to 4 hours depending on network speed, network size, and
database size.

Important Note: Before beginning the upgrade, stop all Watchdog Services using the Run
Watchdog Command in the VA Menu.

Important Note: During the upgrade process, when presented with the prompt: “Press any
key to continue the upgrade”, you must hit a key before the countdown expires. If you do
not, the upgrade will automatically begin at the end of the countdown, but it will fail. If this
happens, start the upgrade process again and press any key when prompted before the
countdown expires.
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High-Availability Upgrade Workflow

The basic steps for performing a High-Availability upgrade are:

Enable Maintenance Mode on the Active Node

Shutdown the Standby Node

Upgrade the Active Node (upgrade must be complete before going to Step 4)
Startup the Standby Node

Upgrade the Standby Node (upgrade must be complete before going to Step 6)

Disable Maintenance Mode on the Active Node

NS o s~ 0w DN~

Verify the Upgrade.

Enable Maintenance Mode on the Active Node

1. Before performing the upgrade, you must first enable Maintenance Mode on the Active Node.
Open a Console on the OV 2500 NMS-E 4.3R2 Active Node. This will enable Maintenance
Mode on both nodes in the Cluster.

#w Thie HA Virtual Applian Menu W

B R R

[

[31]

[4]1 C u
[5]1 Run Watch

[6] Upgrade~Bac

[?]1 Logging

[B8]1 Setup Optional Tools
[9]1 Advance Mode

[18] Power Off

[11]1 Reboot

[B] Log Out

S S S S S S S S S S S S - 3 3 e )
% Conf igure Cluster
S S S S S S S S S S S S S S S S 3 S )
# [1]1 Help
= [21
[31 C
« T41 R
[51 Cmo
¢ [R] C
[#1 Con
« [B] C gur
[9]1 En ¥ L fAuthentication
¢« [18]1 Conf ig TP S5 W0rd
[11] Cont igure i

[16]1 Enable Maintenance
[B] Exit

(=) Type your option:
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3. Enter 16 — Enable Maintenance Mode, then enter y and press Enter to enable Maintenance
Mode. Press Enter again to continue and return to the Configure Cluster Menu.

wild you 1ike to enable Maintenance Mode [yind (nd: y

e conf iguration has bheen set
s [Enter] to continue

lease do wot perform any Cluster Conf iguration actions before disabling Maintenance Mode?t!
ress [Enter] to continue

4. On the Configure Cluster Menu, select 0 — Exit to return to the HA Virtual Appliance Menu.
You can now shutdown the Standby Node.

Shutdown the Standby Node
1. Open a Console on the OV 2500 NMS-E 4.3R2 Standby Node VM.

R R R R R R R R R R R R R R e

[Z

[31]

[4]1 C

51 “hdog
[6]1 Upgrade~Bac
[?] Logging

[8]1 Setup Optional Tools
[9]1 Advance Mod
[18] Fower Off
[11]1 Reboot

[A] Log Out

2. Enter 10 — Power Off to power off the VM. Enter y and press Enter at the Confirmation
Prompt. When the shutdown is complete, upgrade the Active Node.

Upgrade the Active Node

R R R R R R R R R R R R R R R R R L R e R R

e e

[Z

[31

[41 C

[51 = 0
[6]1 Upgrade~Bac

[?]1 Logging
[B8]1 Setup Optional Tools
[9]1 Advance Mod

[18] Power Off
[111 Reboot
[8] Log Out

1. On the HA Virtual Appliance Menu, select 6 — Upgrade/Backup/Restore VA and press Enter
to bring up the Upgrade VA Menu.
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L R e s

* Upgrade UA "

R

# [1] Help "
* [Z] . if any)

[31

[41

[51 ] t E
[61 C = “Lp 18 nte (Selected - Disabled)
[7]1 Backup NMS Data

Note: It is recommended that you use the default ALE Central Repo in Option 4 above. If
you already have a different repository name, you can use it, and continue with the next
step.

2. Enter 2 — To 4.3R2 (Upgrade to Latest patch of Current Release, if any) and press Enter
to bring up the Upgrade System Options Menu.

Warning: If you select 3 — To New Release, the upgrade will fail with the following error
message - "/etc/yum.repos.d/ALECentral Repo.repo: Permission denied". You must select 2

— To 4.3R2 (Upgrade to Latest patch of Current Release, if any).

B0 450000 B 4.0 - B 40 0 450055 - -0 0405040050 4 5.4, 50 4, 05050 . .. 5. -5 - 0.0 .00, 0 50 5 - -0 4, .. 000 . 4.4 50
= Upgrade System Options

IR AR RS R R R R R R R R R R R R R R R RS RR RSl Rt R R iR Rl RERERREEEEREREESEEEEREREESEEREEEREERS]
= [1] Help

# [Z2] Dowmlo and Upgrade

% [3] Download (nly

“ [4] ||||!_“'x||| Ir'Irfﬂ.|"1IJI...,[||||I|'I.'1r'|i ]'n.-ll'b',m_‘_p-
# [B] Exit

(=) Type your opt ion:

3. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the Confirmation Prompt. The Upgrade Information
Screen (shown below) will appear.
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hecking available p v 4.3RZ operation is in progress...
pgrade information for 4.3R2
fivailable Pack

2 build 24
catel-lucent .com Tproduct=0OmmiVist BNe tworkManagementSuystem&amp)

¢ ALE USA Inc
. Patch 1 for Alcatel-Lucent Enterprise OmmiVista 2588 NMS-E 4.C
: build

. DUVE Could not upgrade 4.3R2 to 4.3R3 with ALE Central Repo

 DUE-3841: ND authen radius ble between UPAM and RADIUS

e + Too many authentication seen in OV log

3121: Improve ' pi ic in OV to avoid feé
witchDown trap for 1

ld wot upgrade the switch 6358
: Failure upgrade from Patch to Patch

when you input the RADIUS server
~ 16 characters

4. Enter y and press Enter at the Confirmation Prompts to apply the patch. When the
installation is complete, the following prompt will appear.

Fress [Enterl to

he Uirtwal Appliance has to be restarted for applying new changes
Please turn off main > mode after restarting.

7. Login to the VM. The HA Virtual Appliance Menu will appear.
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Logg ing
Setup Optional Tools
fidvance Mo

[18] Power Off

[11]1 Reboot

[B] Log Out

* Upgrade UA "
Help M
To 4.3RZ (Upgrade to Latest patch of Currewt Release, if any) :
To New Rel
Central Repo)

(Selected - Disabled)
Data

9. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu.

Warning: If you select 2 — To 4.3R2 (Upgrade to Latest patch of Current Release, if any),
the following warning message will be displayed: “No package available” as you are at latest
patch. You must select 3 — To New Release.

Upgrade to New Rele

[1]1 Upgrade to 4.
[A] Exit

Menu.

[1]1 Help
[Z2]1 Download

[3] Download Only
[4]1 Upgrade from dowmloaded pa
[A1 Exit

11. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on
the current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the Confirmation Prompt.
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urrent version of Virtual Appliance
Product Name: Alcatel-Lucent Enterprise Omnilista 2588 NMS 4.3RZ GA
Build Number: 24

Patch Number: 1

hecking awvail for i3 operation is in progress...
pgrade to 4. ] is a after upgrading latest to the build of 4.3
grade for 4.3RZ release now [yinl (n):

12. Enter y and press Enter at the Confirmation Prompt. OmniVista will retrieve and display
upgrade information for 4.3R3.

information for

tion for 4.3R3

aBBNe tworkManagementSys temamp)

ptiom ! Alcatel-Lucent Enterprise OmniVista 2588 NMS-E

to latest build of 4.3R3 release. FPlease refer to Release Notes and Insta
before continuwing with this upgr
de mow 7Iyinl] (): y
. loss or corruption. We advise taking a UM = shot and read Instal
se prior to this.

it may take long time depending on
rning messag - o d ng upgrading. This is a normal s the RPM installer tries t
0 remove unexisti ile f ignore them.

13. Enter y and press Enter at the Confirmation Prompts to upgrade to 4.3R3.

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure The Virtual Appliance Menu (from the HA Virtual Appliance Menu, select 4 -
Configure Current Node to access the menu).

14. When the installation is complete, the following message will appear “Complete! Operation
is successful”’. Press Enter to continue, then press Enter to reboot the VM.

to be restarted for applying new changes
e mode after restarting.
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15. The reboot process will take several minutes. When the reboot is complete, log into the VM
and verify the upgrade.
o Verify that the Build Number is correct.

¢ Go to the HA Virtual Appliance Menu and select option 4 — Configure Current
Node, then select option 2 — Display Current Node Configuration to view the
current Build Number. See Display Current Node Configuration for more details.

16. After verifying the upgrade, start up the Standby Node.

Important Note: The upgrade on the Active Node must be complete, before you start up
and upgrade the Standby Node.

Startup the Standby Node
1. Power on the Standby Node.

ent03 Linux
Kernel 3.18.8

echnical Support Code: alcatel

Product Name: A . ucent Enterprise OmmiVista 2588 NMS 4.3RZ GA
Build Number: 24

Patch Number: 1

Build Date: 11-B8.-2818

wl login:

2. Login to the VM. The HA Virtual Appliance Menu will appear. Upgrade the Standby Node.

Upgrade the Standby Node

Upgrade Ba

Logg ing
Setup 0)
fAdvance -
[18] Power Off
[11]1 Reboot
[B] Log Out

1. On the HA Virtual Appliance Menu, select 6 — Upgrade/Backup/Restore VA and press Enter
to bring up the Upgrade VA Menu.
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L R e s

* Upgrade UA "

R

# [1] Help "
* [Z] . if any)

[31

[41

[51 ] t E
[61 C = “Lp 18 nte (Selected - Disabled)
[7]1 Backup NMS Data

Note: It is recommended that you use the default ALE Central Repo in Option 4 above. If
you already have a different repository name, you can use it, and continue with the next
step.

2. Enter 2 — To 4.3R2 (Upgrade to Latest patch of Current Release, if any) and press Enter
to bring up the Upgrade System Options Menu.

Warning: If you select 3 — To New Release, the upgrade will fail with the following error
message - "/etc/yum.repos.d/ALECentral Repo.repo: Permission denied". You must select 2

— To 4.3R2 (Upgrade to Latest patch of Current Release, if any).

B0 450000 B 4.0 - B 40 0 450055 - -0 0405040050 4 5.4, 50 4, 05050 . .. 5. -5 - 0.0 .00, 0 50 5 - -0 4, .. 000 . 4.4 50
= Upgrade System Options

IR AR RS R R R R R R R R R R R R R R R RS RR RSl Rt R R iR Rl RERERREEEEREREESEEEEREREESEEREEEREERS]
= [1] Help

# [Z2] Dowmlo and Upgrade

% [3] Download (nly

“ [4] ||||!_“'x||| Ir'Irfﬂ.|"1IJI...,[||||I|'I.'1r'|i ]'n.-ll'b',m_‘_p-
# [B] Exit

(=) Type your opt ion:

3. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the Confirmation Prompt. The Upgrade Information
Screen (shown below) will appear.

52 Part No. 060587-10, Rev. B



OmniVista 2500 NMS Enterprise 4.3R3 Installation and Upgrade Guide

hecking available p v 4.3RZ operation is in progress...
pgrade information for 4.3R2
fivailable Pack

2 build 24
catel-lucent .com Tproduct=0OmmiVist BNe tworkManagementSuystem&amp)

¢ ALE USA Inc
. Patch 1 for Alcatel-Lucent Enterprise OmmiVista 2588 NMS-E 4.C
: build

. DUVE Could not upgrade 4.3R2 to 4.3R3 with ALE Central Repo

 DUE-3841: ND authen radius ble between UPAM and RADIUS

e + Too many authentication seen in OV log

3121: Improve ' pi ic in OV to avoid feé
witchDown trap for 1

ld wot upgrade the switch 6358
: Failure upgrade from Patch to Patch

when you input the RADIUS server
~ 16 characters

4. Enter y and press Enter at the Confirmation Prompts to apply the patch. When the
installation is complete, the following prompt will appear.

Fress [Enterl to

he Uirtwal Appliance has to be restarted for applying new changes
Please turn off main > mode after restarting.

7. Login to the VM. The HA Virtual Appliance Menu will appear.
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Logg ing
Setup Optional Tools
fidvance Mo

[18] Power Off

[11]1 Reboot

[B] Log Out

* Upgrade UA "
Help M
To 4.3RZ (Upgrade to Latest patch of Currewt Release, if any) :
To New Rel
Central Repo)

(Selected - Disabled)
Data

9. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu.

Warning: If you select 2 — To 4.3R2 (Upgrade to Latest patch of Current Release, if any),
the following warning message will be displayed: “No package available” as you are at latest
patch. You must select 3 — To New Release.

Upgrade to New Rele

[1]1 Upgrade to 4.
[A] Exit

Menu.

[1]1 Help
[Z2]1 Download

[3] Download Only
[4]1 Upgrade from dowmloaded pa
[A1 Exit

11. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on
the current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the Confirmation Prompt.

54 Part No. 060587-10, Rev. B



OmniVista 2500 NMS Enterprise 4.3R3 Installation and Upgrade Guide

urrent version of Virtual Appliance
Product Name: Alcatel-Lucent Enterprise Omnilista 2588 NMS 4.3RZ GA
Build Number: 24

Patch Number: 1

hecking awvail for i3 operation is in progress...
pgrade to 4. ] is a after upgrading latest to the build of 4.3
grade for 4.3RZ release now [yinl (n):

12. Enter y and press Enter at the Confirmation Prompt. OmniVista will retrieve and display
upgrade information for 4.3R3.

information for

tion for 4.3R3

aBBNe tworkManagementSys temamp)

ptiom ! Alcatel-Lucent Enterprise OmniVista 2588 NMS-E

to latest build of 4.3R3 release. FPlease refer to Release Notes and Insta
before continuwing with this upgr
de mow 7Iyinl] (): y
. loss or corruption. We advise taking a UM = shot and read Instal
se prior to this.

it may take long time depending on
rning messag - o d ng upgrading. This is a normal s the RPM installer tries t
0 remove unexisti ile f ignore them.

13. Enter y and press Enter at the Confirmation Prompts to upgrade to 4.3R3.

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure The Virtual Appliance Menu (from the HA Virtual Appliance Menu, select 4 -
Configure Current Node to access the menu).

14. When the installation is complete, the following message will appear “Complete! Operation
is successful”’. Press Enter to continue, then press Enter to reboot the VM.

to be restarted for applying new changes
e mode after restarting.
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15. The reboot process will take several minutes. When the reboot is complete, log into the VM
and verify the upgrade.

o Verify that the Build Number is correct.

¢ Go to the HA Virtual Appliance Menu and select option 4 — Configure Current
Node, then select option 2 — Display Current Node Configuration to view the
current Build Number. See Display Current Node Configuration for more details.

When the upgrade is complete, disable Maintenance Mode on the Active Node.

Disable Maintenance Mode on the Active Node

Open a console on the Active Node to disable Maintenance Mode. This will disable
Maintenance Mode on both nodes in the Cluster.

1. Go to the HA Virtual Appliance Menu.

# The HA Virtwual Appliance Menu W
[1] Help
[2]1 § £
Cluste
nt MNode

Run Watc Comm:
Upgrade-Backup-Res:

[?] Logiing

[8]1 Setup Optional Tools

[9]1 Advance Mode

[18] Power Off

[11]1 Reboot

[A] Log Out

e e e e e e e e e e e e e e e P e e e e e e e e e
# Conf igure Cluster
MMM PR MMM R0 R

[¥]1 Conf |l Web Ports
[81 C . e

. Authentication
[181 C e FTP Password
[ " o i 1 mtication Server
[12] Preferred Ac
[13]1 Manual Fai
[141 C1 E
[151
[16]1 Di

(=) Type your

3. Enter 16 — Disable Maintenance Mode, then enter y and press Enter. The Configure Cluster
Menu will appear. Select 0 — Exit, to return to the HA Virtual Appliance Menu.
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Verify the Upgrade

When the upgrade is complete on both nodes and Maintenance Mode is disabled, verify that all
services are running on both nodes and that the Cluster Status is “Up to Date”.

Verify that the all services are running on each node.

On the HA Virtual Appliance Menu select option 3 — Run Watchdog Command,
then select option 3 — Display Status of All Services. See Run Watchdog
Command for more details. Note that on the Standby Node, all services should be
running except upam, radius, and nginx. It is the expected behavior on the Standby
Node that these services will be “Stopped”.

Verify that the Cluster Status is “Up to Date”. This can be performed on either node.

On the HA Virtual Appliance Menu select option 2 — Show OV Cluster Status. The
data sync status indicates whether the data between two nodes is in sync. If it is, the
field will indicate “Up to Date”. If it is in the process of syncing, a percentage will be
displayed as a percentage. The speed of a data sync depends on the amount of data
and the network speed between the two Nodes. See Show OV Cluster Status for
more details.

You can now launch the OmniVista Ul.

Launching the OmniVista Ul
Enter https://<OVServerlPaddress> in a supported browser to launch OV 2500 NMS-E 4.3R3.
Important Notes for Stellar APs:

If your network includes Stellar APs, you must upgrade these devices to AWOS
3.0.5.1046 after completing the OmniVista upgrade. Use the Resource Manager
Upgrade Image Screen (Configuration — Resource Manager — Upgrade Image) to
upgrade Stellar APs. The AWOS Image Files are available on the Service and Support
Website.

Also note that if you are upgrading from a previous build and your network has more
than 256 Stellar APs, you must re-apply your VA memory setting after completing the
OmniVista upgrade as described below.

1.
2.

Go to HA Virtual Appliance Menu. Select 4 - Configure Current Node.

Select 2 - Display Current Node Configuration to verify your currently-configured
network size (e.g., Low, Medium, High).

Select 16 - Configure Network Size, then select your current memory configuration
(e.g., 1 - Low). Press y at the confirmation prompt, then press Enter to continue.

At the Watchdog Service prompt, press y, then press Enter to restart Watchdog
Services.
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Upgrading from 4.3R1 (Fresh Installation) to 4.3R2

Follow the steps below to use the Upgrade option in the Virtual Appliance Menu to upgrade from
fresh installation of OV 2500 NMS-E 4.3R1 to OV 2500 NMS-E 4.3R2, before upgrading to
4.3R3.

If you are upgrading from an OV 2500 NMS-E 4.3R1 Standalone Installation you can only
upgrade to an OV 4.3R2 Standalone Installation. If you are planning on configuring a High-
Availability Installation, you must perform a fresh installation of OV 2500 NMS-E 4.3R2.

Important Notes: Before beginning the upgrade:

o Take a VM Snapshot of the OmniVista VA.

¢ Move old OmniVista Server Backup files to external storage (SFTP to OmniVista using
port 22 and the “cliadmin” login to access the files under “backups” directory).

o Copy old switch backup files to external storage for archiving purposes if needed (SFTP
to OmniVista using port 22 and use the “cliadmin” login to access the files under the
“switchbackups” directory), and then delete these old switch backup files from the
Resource Manager Ul. You can also automatically purge old backup files by configuring
a Backup Retention policy (Configuration - Resource Manager Settings). Note that the
new retention policy (purging of old backup files) will take effect only when the next
switch backup occurs.

e Ensure that there is enough free disk space for OmniVista. If necessary, move VM
Snapshots to free up space.

e You can also reduce the default Analytics purge settings for Top N Ports/Switches/
Applications/Clients to free up disk space (default settings are to purge data after 6 or 12
months). The purge will not happen immediately, OmniVista many take up to a day to
purge the older data, but it is recommended as a way to save disk space.

Note that OV 2500 NMS-E 4.3R2 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository for software upgrades. If the OmniVista 2500 NMS Server has a direct
connection to the Internet, a Proxy is not required. If a Proxy has not been configured, select 2 -
Configure The Virtual Appliance on the Virtual Appliance Menu, then select 15 - Configure
Proxy.

It is highly recommended that you perform the upgrade directly from the VM Console. If you
access OmniVista remotely using an SSH client (e.g., putty), the client should be configured
to keep the session alive by sending periodic “keepalive” messages. The upgrade can
take anywhere from 30 minutes to 4 hours depending on network speed, network size, and
database size.

Note: Before beginning the upgrade, stop all Watchdog Services using the Run Watchdog
Command in the VA Menu.

Important Note: During the upgrade process, when presented with the prompt: “Press any
key to continue the upgrade”, you must hit a key before the countdown expires. If you do
not, the upgrade will automatically begin at the end of the countdown, but it will fail. If this
happens, start the upgrade process again and press any key when prompted before the
countdown expires.
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1. Open a Console on the OV 2500 NMS-E 4.3R1 Virtual Appliance.

e e e e e
=

w The Uirtual Appl iance Menu

S-S -0 0000000050000 0000000 -

1 Help
Conf ig

] l_1|5|!1
Login Authentication Server
Fower OFf

anced Mode
Set Up Optional Tools
(8] Log Out

- D L kS R

(=) Type your option: _

2. On the Virtual Appliance Menu, enter 4 — Upgrade/Backup/Restore VA and press Enter to
bring up the Upgrade VA Menu Screen.

To Hew Rel:
4] Enable Re

Note: It is not necessary to use the ALE Central Repo in Option 4 above. If you already
have a different repository name, you should not change it, and continue with the next step.

3. Enter 2 — To 4.3R1 (Upgrade to Latest patch of Current Release, if any) and press Enter
to bring up the Upgrade System Options Menu.

Warning: If you select 3 — To New Release, the upgrade will fail with the following error
message - "/etc/yum.repos.d/ALECentral Repo.repo: Permission denied". You must select 2

— To 4.3R1 (Upgrade to Latest patch of Current Release, if any).

L L L e e e T ]
-

= Upgrade System Options
LR RS A SRR R R R AR R R R R RS R RERERRRRRREREE RS RRRRSRRRERRERERRREREREREEREEERERESEREEESEREEEEEEREEEEESE]
= [1] Help
¢ [2 o d and Upgrade
[3] Download (nly
(4] ||||! » from downloaded ]'n.-ll'b',m_‘_p-
[B8] Exit

(=) Type your opt ion:

4. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the Confirmation Prompt.
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Current version of Uirtual Appliance

Product Name: Alcatel-Lucent Enterprise Ommilista Z588 NMS 4.3R1 GA
Build Number: 51

Patch Number: B

Checking awvailable packages for 4.3R1 operation is in progre
Upgrade information for 4.3R1

Available Pack

Name

Arch

3 for 4.3R1 build 51
: httpirsrsenterprise.alcatel-lucent .com7product =0OmnilistaZ588NetworkManagementSystemiamp
“OVErViEW

78: Upgrade from 4.3R1 to 4.3RZ via ALE Repo failed when
; erver for the UA

Would you like to install the package [yinl (n): _

5. Enter y and press Enter at the Confirmation Prompts to apply the patch.

6. When the installation is complete, the following message will appear “Complete! Operation is
successful”. Press Enter to reboot the VM.

Complete?

Operation is successful

You can safely ignore any warnings that may have been displayed above
Press [Enter]l to continue

The Virtual Appliance has to be restarted for applying new changes
Press [Enter]l to continue

7. After OmniVista comes up, on the Virtual Appliance Menu, enter 4 — Upgrade/
Backup/Restore VA and press Enter to bring up the Upgrade VA Menu Screen.

el R R R R R N E R R R E R E oo R R R R
e Upgrade U »

B e e R e e R e

« [2]1 To 4. ( i if amyl
« [3] To Hew
nable Rep

e lected - Disabled)
tore Omnilista Z56H 5 ta

r option: _

8. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu
Screen.

Warning: If you select 2 — To 4.3R1 (Upgrade to Latest patch of Current Release, if any),
the following warning message will be displayed: “No package available” as you are at latest
patch. You must select 3 — To New Release.
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A R

el

T T T T T BB - - 0 T 0 - - - e e e e
ade System Options
LA R AR R R AR R R RRREREREREEEEREERESEREEEESERE RN RRRRRRERERERERERREFEEREREEEEEREEEEEEERESEELELELLRLEREERER]
« [1]1 Help =
¢« [£] Dowmload and Upigr
¢ [3] Dowmload Only
ide from downloaded package

(=) Type your option:

10. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on
the current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the Confirmation Prompt.

Current version of Virtuwal Appliance

Product Name: Alcatel-Lucent Enterprise OmmilVista 2588 NMS 4.3R1 Ga
Build Number: 51

Patch Number: 3

Checking available packages for 4.3RZ2 operation is in progress...
Upgrade to 4.3RZ release is available after upgrading latest to the build of 4.3R1 release
Do you want to continue to check upgrade for 4.3R1 release now [yinl (m): _

OmniVista will retrieve and display upgrade information for 4.3R2.

Getting upgrade information for 4.3RZ...

Upgrade information for 4.3R2

Available Packages

Name H VS

Arch . xBb_bH4

Uersion : 4.3R2

Release 1 24.8.el?

Size 136G

Repo : ALECentralRepo_4.3RZ

Summary ! Alcatel-Lucent Enterprise OmniVista 25688 NMS-E
URL : http:rrenterprise.alcatel-lucent .com?product=0milistaZbBBNetworkManagementSystemiamp
ipage=overview

License ¢ ALE USA Inc.

Description : Alcatel-Lucent Enterprise OmnilUista 2568 NMS-E

You have chosen to upgrade to latest build of 4.3RZ2 release. Please refer to Release Notes and Insta
l1lation Guide of the new release before continuing with this upgrade

Do you want to continue with upgrade now ?lyinl (nd: y

This operation can result in data loss or corruption. We advise taking a UM snapshot and read Instal
1 guide, Release Notes of new release prior to this.

Are you ready to proceed 7 [yinl (nd: y

Build dowmload is in progress, it may take long time depending on n-sw speed

Warning messages may be shown during upgrading. This is a normal case that the RPM installer tries t
o remove unexisting files. You can ignore them.

Press any key to continue the upgrade (18s)...

11. Enter y and press Enter at the Confirmation Prompts to upgrade to 4.3R2.

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size and OmniVista data size.
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Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure The Virtual Appliance Menu (from the Virtual Appliance Menu, select 2 -
Configure The Virtual Appliance to access the menu).

12. When the installation is complete, the following message will appear “Complete! Operation
is successful”’. Press Enter to continue, then press Enter to reboot the VM.

m is successful
[Enter]l to continue

12 Virtual Appliance has to be restarted for applying new changes
‘ress [Enter] to continue

13. The reboot process will take several minutes. When the reboot is complete, log into the VM
and verify the upgrade.

o Verify that the Build Number is correct.

e Go to the Virtual Appliance Menu and select option 2 — Configure the Virtual
Appliance, then select option 2 — Display the Current Configuration to view the
current Build Number. See Display Current Configuration for more details.

o Verify that all services have started.

¢ From the Configure the Virtual Appliance Menu, select option 0 — Exit to go to The
Virtual Appliance Menu.

e Select option 3 — Run Watchdog Command, then select option 3 — Display Status
of All Services. See Run Watchdog Command for more details.

Launching the OmniVista Ul

Once all services are running after upgrading, enter https://<OVServer|Paddress> in a
supported browser to launch OV 2500 NMS-E 4.3R2.

Important Notes for Stellar APs:

e If your network includes Stellar APs, you must upgrade these devices to AWOS
3.0.5.1046 after completing the OmniVista upgrade. Use the Resource Manager
Upgrade Image Screen (Configuration — Resource Manager — Upgrade Image) to
upgrade Stellar APs. The AWOS Image Files are available on the Service and Support
Website.

¢ Also note that if you are upgrading from a previous build and your network has more
than 256 Stellar APs, you must re-apply your VA memory setting after completing the
OmniVista upgrade as described below.

1. Go to VA Main Menu. Select 2 - Configure the Virtual Appliance.

2. Select 2 - Display Current Configuration to verify your currently-configured
network size (e.g., Low, Medium, High).

Select 10 - Configure Network Size, then select 2 - Configure OV2500 Memory.

Select your current memory configuration (e.g., 1 - Low). Press y at the confirmation
prompt, then press Enter to continue.
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At the Watchdog Service prompt, press y, then press Enter to restart Watchdog Services.

Upgrading from 4.2.2.R01 (MR2) (Fresh Installation) to 4.3R2

Follow the steps below to use the Upgrade option in the Virtual Appliance Menu to upgrade from
OV 2500 Fresh NMS-E 4.2.2.R01 (MR 2) to OV 2500 NMS-E 4.3R2, before upgrading to 4.3R3.

Important Notes: Before beginning the upgrade:

o Take a VM Snapshot of the OmniVista VA.

¢ Move old OmniVista Server Backup files to external storage (SFTP to OmniVista using
port 22 and the “cliadmin” login to access the files under “backups” directory).

o Copy old switch backup files to external storage for archiving purposes if needed (SFTP
to OmniVista using port 22 and use the “cliadmin” login to access the files under the
“switchbackups” directory), and then delete these old switch backup files from the
Resource Manager Ul. You can also automatically purge old backup files by configuring
a Backup Retention policy (Configuration - Resource Manager Settings). Note that the
new retention policy (purging of old backup files) will take effect only when the next
switch backup occurs.

e Ensure that there is enough free disk space for OmniVista. If necessary, move VM
Snapshots to free up space.

e You can also reduce the default Analytics purge settings for Top N Ports/Switches/
Applications/Clients to free up disk space (default settings are to purge data after 6 or 12
months). The purge will not happen immediately, OmniVista many take up to a day to
purge the older data, but it is recommended as a way to save disk space.

Note that OV 2500 NMS-E 4.3R2 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository for software upgrades. If the OmniVista 2500 NMS Server has a direct
connection to the Internet, a Proxy is not required. If a Proxy has not been configured, select 2 -
Configure The Virtual Appliance on the Virtual Appliance Menu, then select 15 - Configure
Proxy.

It is highly recommended that you perform the upgrade directly from the VM Console. If you
access OmniVista remotely using an SSH client (e.g., putty), the client should be configured
to keep the session alive by sending periodic “keepalive” messages. The upgrade can
take anywhere from 30 minutes to 4 hours depending on network speed, network size, and
database size.

Note: Before beginning the upgrade, stop all Watchdog Services using the Run Watchdog
Command in the VA Menu.

Important Note: During the upgrade process, when presented with the prompt: “Press any
key to continue the upgrade”, you must hit a key before the countdown expires. If you do
not, the upgrade will automatically begin at the end of the countdown, but it will fail. If this
happens, start the upgrade process again and press any key when prompted before the
countdown expires.
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1. Open a Console on your existing Virtual Appliance (OV 2500 NMS-E 4.2.2.R01 MR 2).

e e e Do e e e e e e e - e e e e Do Do e e e e e e e 0 e e e e e - e e e e D
# The Virtual Appliance Menu »
0000000000 000 oo o
Help
Conf igure The UVirtual fAppliance
Bun Watchdog Command
UpgradesBackup-Restore UA

Logg ing

Login Authenticatiom Server

Power Off

oot
nced Mode
Set Up Optional Tools

#» [A] Log Out
(%) Type your option: _

X ¥ ¥ X X X X X X X X X

2. On the Virtual Appliance Menu, enter 4 — Upgrade/Backup/Restore VA.

Upgrade Un

[1]1 Help

[2]1 4.2.2 (Upgrade to Latest patch of Current Release, if any)
[3]1 4.3R1 (New Release)

[4]1 Enable Repository (Selected - ALE Central Repo)l

[5]1 Configure Custom Repositories

[6]1 Configure "Update Check Interuval" (Selected - Disabled)
[?]1 Backup-Restore Ommilista 2588 NMS Data

[A]1 Exit

LR N

(=) Type your option: 4

3. Enter 2 - To 4.2.2 (Upgrade to Latest patch of Current Release, if any) and Press Enter
to bring up the Upgrade System Options Menu.

Warning: If you select 3 — To 4.3R1, you will receive the following error message:
“‘ovnmsepatchb51-4.3R1-51.3.e17 available, but not installed. No packages marked for
update”, and the VA will reboot. After rebooting, you are still at the 4.2.2 MR2 release level.
You must select 2 — To 4.2.2 (Upgrade to Latest patch of Current Release, if any).

4. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the Confirmation Prompt.
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[Z] Dowmload and Upgrade

[3]1 Dowmload Only
= [4] Upgrade from downloaded package
= [B] Exit

GG e e e e e e

(=) Type your option: Z

urrent version of Virtwal fppliance

Product Name: Alcatel-Lucent Enterprise OmniVista 2588 HMS 4.2.2.RB1 MR-2
Build Number: 115

Patch Number: 8

hecking available packages for 4.2.2.881 operation is in progress...
pgrade information for 4.2.2.R81
vailable Packages
ame : ovmmsepatchbl115
rch 1 xB86_61
s ion : 4.2.2.R81
Re lease :115.3.e17
ize 38 k
! ALECentralRepo_4.£.Z£.RB1
: OV Patch 3 for 4.2.2.R81 build 115
: http:ssenterprise.alcatel-lucent .comTproduct=0mnilistaZ588Ne tworkManagementSy
F pagE=OVErViEw
License : ALE USA Inc.
Description : Patch 3 for flcatel-Lucent Enterprise Omnilista 2588 NMS-E
: 4.2.2.R81 build 115

puld you like to install the package [yinl (n): _

5. When the installation is completed, the following message will appear “Complete! Operation
is successful”. Press Enter to reboot the VM.

Verifying @ ovnmsepatchbll5-4.2.2.R81-115.3.el7.x06_64

Installed:
ovnmsepatchbl15. =86 64 B:4.2.2,.81-115.3.e17

omp letet
peration is successful
Fress [Enter] to continue

6. After OmniVista comes up, on the Virtual Appliance Menu, enter 4 — Upgrade/
Backup/Restore VA and press Enter to bring up the Upgrade VA Menu Screen.

e e e T e e e e e e e e e e e e e e

4.2.2 (Upgrade to Latest patch of Current Release, if any)
4.3R1 (New Release)

Enable Repository (Selected - ALE Central Repo)d

Conf igure Custom Hepositories

Conf igure “Update Check Interval™ (Selected - Disabled)
Backup-Restore OmnilVista Z588 NMS Data

Exit

(=) Type your option: 3
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7. Enter 3 — To 4.3R1 and press Enter to bring up the Upgrade to New Release Menu Screen.

8. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages.

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure The Virtual Appliance Menu (from the Virtual Appliance Menu, select 2 -
Configure The Virtual Appliance to access the menu).

9. Enter y and press Enter at the Confirmation Prompts to upgrade to 4.3R1 Patch 3.

Getting upgrade information for 4.2 A1, ..
Current version of Uirtual Applia : the latest build of 4.2.2.RB1

Getting uwpgrade information for 4.3R1...

msepatchb51
b_b4

1 build 51
lcate ]l -lucent .com Tproduct =OmniVistaZ58BNe tworkManagement System&amp
ryiew
: ALE USA Inc.
: Patch 3 for Alcatel-Lucent Enterprise OmnilVista 2588 NMS-E 4.3R1
: build 51
: Fix DUVE-: Ipgrade from 4.3R1 to 4.3RZ via ALE Repo failed when
Dusing pr wer for the UA

: Fix ODUE-1957 xd roles and grown for a user created in the
Dot 11t A is rs group would get removed if restarting
: owclient

‘fou hawve chosen to upgrade to la
1lation f the new releas

10. When the installation is completed, the following message will appear “Complete! Operation
is successful”. Press Enter to continue, then press Enter to reboot the VM.

11. After OmniVista comes up, on the Virtual Appliance Menu, enter 4 — Upgrade/
Backup/Restore VA and press Enter to bring up the Upgrade VA Menu Screen.

12. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu
Screen.

Note: If you select 2 — To 4.3R1 (Upgrade to Latest patch of Current Release, if any),
the following warning message will be displayed: “No package available” as you are at latest
patch. You must select 3 — To New Release.
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P
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« [4]1 En : i ALE Central Repo)

¢« [5] "igur g

« [6]1 C uw u te Che wal” (Selected - Disabled)

= [7] estore Ommilista Z5HH NMS Data

« [B]

< e T DT D T e T 0D D e T e e e

(=) Type your option: 3

= mARE RN ARH HeR

» Upgrade to Hew Release

B B e e B

(=) Type your option:

14. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on
the current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the Confirmation Prompt.

LLI-f..]IL‘ bu i
nowWw [yinl (nl: _

15. Enter y and press Enter at the Confirmation Prompts to upgrade to 4.3R2.
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the build of 4.3R1 release
2 mow [yind (n): y

Getting u
Current v

pgrade information for 4.3R2
frsailable Pac

tralRepo_4.3R2
: atel-Lucent Enterprize Omnilliste B NHS-E
: httpissenterprise.alcatel - lucent . com Tproduct=0mm iVistaZbBBNetworkManagementSystemiamp]

£088 HHS-E
3RZ rel

with this u
Jo you want to continue with wupgrade now Tlyinl (nd: _

16. When the installation is complete, the following message will appear “Complete! Operation
is successful”. Press Enter to continue, then press Enter to reboot the VM.

17. The reboot process will take several minutes. When the reboot is complete, log into the VM
and verify the upgrade.
Complete?
Jperation is successful
s [Enterl] to continue

e Virtual Appliance has to be restarted for applying new changes
ress [Enter] to continue

o Verify that the Build Number is correct.

e Go to the Virtual Appliance Menu and select option 2 — Configure the Virtual
Appliance, then select option 2 — Display the Current Configuration to view the
current Build Number. See Display Current Configuration for more details.

o Verify that all services have started.

¢ From the Configure the Virtual Appliance Menu, select option 0 — Exit to go to The
Virtual Appliance Menu.

e Select option 3 — Run Watchdog Command, then select option 3 — Display Status
of All Services. See Run Watchdog Command for more details.

Once all services have started you can launch the OmniVista UI.

Launching the OmniVista Ul

Once all services are running after upgrading, enter https://<OVServer|Paddress> in a
supported browser to launch OV 2500 NMS-E 4.3R2.
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Important Notes for Stellar APs:

e If your network includes Stellar APs, you must upgrade these devices to AWOS
3.0.5.1046 after completing the OmniVista upgrade. Use the Resource Manager
Upgrade Image Screen (Configuration — Resource Manager — Upgrade Image) to
upgrade Stellar APs. The AWOS Image Files are available on the Service and Support
Website.

¢ Also note that if you are upgrading from a previous build and your network has more
than 256 Stellar APs, you must re-apply your VA memory setting after completing the
OmniVista upgrade as described below.

5. Go to VA Main Menu. Select 2 - Configure the Virtual Appliance.

6. Select 2 - Display Current Configuration to verify your currently-configured
network size (e.g., Low, Medium, High).

Select 10 - Configure Network Size, then select 2 - Configure OV2500 Memory.

Select your current memory configuration (e.g., 1 - Low). Press y at the confirmation
prompt, then press Enter to continue.

At the Watchdog Service prompt, press y, then press Enter to restart Watchdog Services.

Upgrading from 4.2.2.R01 (GA) or 4.2.2.R01 (MR2) (Upgrade) to 4.3R2

Follow the steps below to use the Upgrade option in the Virtual Appliance Menu to upgrade from
4.2.2.R01 (GA) or 4.2.2.R01 (MR2) (upgraded from a previous version — not a fresh installation)
to 4.3R2, before upgrading to 4.3R3.

Important Notes: Before beginning the upgrade:

e Take a VM Snapshot of the OmniVista VA.

e Move old OmniVista Server Backup files to external storage (SFTP to OmniVista using
port 22 and the “cliadmin” login to access the files under “backups” directory).

e Copy old switch backup files to external storage for archiving purposes if needed (SFTP
to OmniVista using port 22 and use the “cliadmin” login to access the files under the
“switchbackups” directory), and then delete these old switch backup files from the
Resource Manager Ul. You can also automatically purge old backup files by configuring
a Backup Retention policy (Configuration - Resource Manager Settings). Note that the
new retention policy (purging of old backup files) will take effect only when the next
switch backup occurs.

o Ensure that there is enough free disk space for OmniVista. If necessary, move VM
Snapshots to free up space.

e You can also reduce the default Analytics purge settings for Top N Ports/Switches/
Applications/Clients to free up disk space (default settings are to purge data after 6 or 12
months). The purge will not happen immediately, OmniVista many take up to a day to
purge the older data, but it is recommended as a way to save disk space.

Note that OV 2500 NMS-E 4.3R2 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository for software upgrades. If the OmniVista 2500 NMS Server has a direct
connection to the Internet, a Proxy is not required. If a Proxy has not been configured, select 2 -
Configure The Virtual Appliance on the Virtual Appliance Menu, then select 15 - Configure
Proxy.
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It is highly recommended that you perform the upgrade directly from the VM Console. If you
access OmniVista remotely using an SSH client (e.g., putty), the client should be configured
to keep the session alive by sending periodic “keepalive” messages. The upgrade can
take anywhere from 30 minutes to 4 hours depending on network speed, network size, and
database size.

Note: Before beginning the upgrade, stop all Watchdog Services using the Run Watchdog
Command in the VA Menu.

Important Note: During the upgrade process, when presented with the prompt: “Press any
key to continue the upgrade”, you must hit a key before the countdown expires. If you do
not, the upgrade will automatically begin at the end of the countdown, but it will fail. If this
happens, start the upgrade process again and press any key when prompted before the
countdown expires.

1. Open a Console on the OV 2500 NMS-E 4.2.2.R01 GA Virtual Appliance.

0 R R R R

[2]1 Configure The Virtual Appliance
[3]1 Run Wa g Command

[41 Upgr ackup-Restore UA

[51 Change Password

[6]1 Logging

[?]1 Login Authentication Server
(8] Power Off

[9]1 Reboot

[18]1 Advanced Mode

[111 S Up Optional Tools

::xx;x;xx;x;;x_'

2. On the Virtual Appliance Menu, select option 4 — Upgrade/Backup/Restore VA.

Upgrade Un

Help
4.2.2 (Upgrade to Latest patch of Current Release, if anyl
Enable Repository (Selected - ALE Central Repo)

Conf igure Custom Repositories

Conf igure "Update Check Interwal" (Selected - Disabled)
Backup-Restore Omnillista 2508 NMS Data

Exit

(=) Type your option: _

3. Enter 2 — To 4.2.2 (Upgrade to Latest patch of Current Release, if any) and Press Enter to
bring up the Upgrade System Options Menu.
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[11 Help
[2] Download and Upgrade
[3]1 Download Only

[4] Upgrade from downloaded package
[B] Exit

(>) Type your option: 2

4. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the Confirmation Prompt.

< Upgrade System Options

= [11 Help

= [Z2] Dowmload and Upgrade

= [3] Download Only

< [4] Upgrade from dowmloaded package
= [B] Exit

(=) Type your option: 2

Current version of Uirtual Appliance

Product MName: Alcatel-Lucent Enterprise OmmiVista 25688 NMS 4.2.2.R81 GA
Build Number: 81

Patch Number: A

Checking available packages for 4.2.2.RB1 operation is in progress...
Upgrade information for 4.2.2.R61
rfvailable Packages
: ovnmsepatchb11s
: xB6_64
: 4.2.2.RB1
: 115.3.el1?
138 k
: ALECentralRepo_4.2.2.R81
: OV Patch 3 for 4.2.2.881 build 115
: http:rrenterprise.alcatel-lucent.com 7product=0mniVistaz25@BNetworkManagementSystemiamp
Ipage=overview
License : ALE USA Inc.
Description : Patch 3 for fAlcatel-Lucent Enterprise OmniVista 2588 NMS-E
:4.2.2.881 build 115

llould you like to install the package [yinl (n): y

5. Enter y and press Enter at the Confirmation Prompts to apply the patch.

6. When the installation is complete, the following message will appear “Complete! Operation is
successful”. Press Enter to reboot the VM.

Completet
Operation is successful
Press [Enter] to continue

The Uirtual Appliance has to be restarted for applying new changes
Press [Enter] to continue
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7. After OmniVista comes up, on the Virtual Appliance Menu, select option 4 — Upgrade/
Backup/Restore VA and press Enter to bring up the Upgrade VA Menu Screen.

Help
4.2.2 (Upgrade to Latest patch of Current Release, if any)
4.3R1 (New Release)

Enable Repository (Selected - ALE Central Repo)

Conf igure Custom Repositories

Conf igure "Update Check Interwval" (Selected - Disabled)
Backup-Restore OmnilVista 2588 NMS Data

Exit

8. Enter 5 and press Enter to configure a Custom Repository.

L R O R L R L N s T

= Conf igure Custom Repositories *

tom Repo 1" Repository
m Repo 2" Repository
tom Repo 3" Repository

- e a0 oo a0 e a0

(») Type your option: _

9. Select a Custom Repository (e.g., 2 — “Custom Repo 1” Repository) and press Enter.

Note: The Custom Repository should be created with an unused custom repository from
the Configure Custom Repositories Menu option (e.g. “Custom Repo 17, “Custom Repo 2" or
“Custom Repo 3”).

10. Configure the repository as described below, then Enter y and press Enter to confirm the
configuration.

e Repository Name —43R1Repo
e Repository URL Host — ovrepo.fluentnetworking.com
e Repository URL Location — ov

input Repository name [Custom Repo 11: 43R1Repo
ease input Repository URL host: ovrepo.f luentnetworking.com
lease input Repository URL location : ov
ould you like to configure Repository with:
Name: 43R1Repo

URL host: owrepo.f luentnetworking .com
URL location: ow

[yinl (yl): y
The configuration has been set
ress [Enter] to continue

11. Enter 0 and press Enter to exit to the Upgrade VA Menu.
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Upgrade Un

*

[1]1 Help

[2]1 4.2.2 (Upgrade to Latest patch of Current Release, if any)
[31 4.3R1 (New Release)

[4]1 Enable Repository (Selected - ALE Central Repo)l

[5]1 Configure Custom Repositories

[6]1 Configure "Update Check Interval" (Selected - Disabled)
[?]1 Backup-Restore Ommilista 2588 HMS Data

[B]1 Exit

* ok ko %k %k % %k ¥

(=) Type your option: 4

12. Enter 4 and press Enter to bring up the Enable Repository Menu.

Enable Repository

Help

"ALE Central Repo" Repository (Selected)
"43R1Repo” Repository

"Custom Repo 2" Repository

"Custom Repo 3" Repository

"0ff lineRepo" Repository

Exit

(=) Type your option: 3_

13. Select the Custom Repository you just created (e.g., 3 — “43R1Repo” Repository) and press
Enter. Enter y and press Enter at the confirmation prompt. The Custom Repository you enabled
will be designated as “Selected”, as shown below.

14. Enter 0 and press Enter to exit to the Upgrade VA Menu.

lad UPJPﬂﬂP Uﬁ

o R B R R R R N
[1]

¢ [2]1 4. (Upgrade to Latest patch of Current Release, if any)

« [31 4.3R1 (New Release)

« [4] }nahlE Repository (SF]FPtPﬂ - 43R1Repo)

« [51 C [ s ;
[6] ffj' : P n val® elected Disabled)
[7] NMS Data

- [H]

() Type your option:

15. Enter 3 — To 4.3R1 (New Release) and press Enter to bring up the Upgrade to New
Release Menu Screen.

Note: If you select 2 — To 4.2.2 (Upgrade to Latest patch of Current Release, if any), the
following warning message will be displayed: “No package available” as you are at latest
patch. You must select 3 — To 4.3R1 (New Release).

16. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on
the current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the Confirmation Prompt.

17. Enter y and press Enter at the Confirmation Prompts to upgrade to 4.3R1 Patch 3.
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Build Number: 115
Patch Number: 3

Checking available packages for 4.3R1 operation is in progress...
lipgrade to 4.3R1 release is available after upgrading latest to the build of 4.2.2.RB1 release
Do you want to continue to check upgrade for 4.2.2.881 release now [yinl (n): y

Getting upgrade information for 4.2.2.RB1...
Current version of Uirtual Appliance is the latest build of 4.2.2.RB1

Getting upgrade information for 4.3R1...
Upgrade information for 4.3R1
frvailable Packages
. ovmmsepatchb51
1 xdb_b4
: 4.3R1
: 51.3.el?
1.1 M
: CustomBepol_4.3R1
: OU Patch 3 for 4.3R1 build 51
: http:/-senterprise.alcatel-lucent.com/?product=0mnilistaZbBBNetworkManagementSystemdamp)
:page=overview
License : ALE USA Inc.
Description : Patch 3 for Alcatel-Lucent Enterprise OmnilVista 2588 NMS-E 4.3R1
: build 51

: Fix OUVE-3878: Upgrade from 4.3R1 to 4.3R2 via ALE Repo failed when
! using proxy server for the Ui

: Fix OUE-1957: fissigned roles and groups for a user created in the
: default Administrators group would get removed if restarting
! owclient service,

‘fou have chosen to uwpgrade to latest build of 4.3R1 release. Please refer to Release Notes and Instal
llation Guide of the new release before continuing with this upgrade
Do you want to continue with upgrade wow ?[yinl (n): _

18. When the installation is complete, the following message will appear “Complete! Operation
is successful”’. Press Enter to continue, then press Enter to reboot the VM.

19. After OmniVista comes up, on the Virtual Appliance Menu, select option 4 — Upgrade/
Backup/Restore VA and press Enter to bring up the Upgrade VA Menu Screen.

20. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu
Screen.

Note: If you select 2 — To 4.3R1 (Upgrade to Latest patch of Current Release, if any), the
following warning message will be displayed: “No package available” as you are at latest
patch. You must select 3 — To New Release.

21. Enter 1 - Upgrade to 4.3R2 and press Enter to bring up the Upgrade System Options
Menu.

le to New Releasze
Ry D onsia ey o A A A S S M 6655 PR R N

« [11 Upgrade to 4.3RZ

= [H] t

~option: _
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22. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on
the current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the Confirmation Prompt.

Current version of Virtual Appliance

Product Name: Alcatel-Lucent Enterprise OmniVista 25688 NMS 4.3R1 GA
Build Number: 51

Patch Number: 3

Checking available packages for 4.3RZ operation is in progress...
Upgrade to 4.3RZ release is available after upgrading latest to the build of 4.3R1 release
Do you want to continue to check upgrade for 4.3R1 release now [yinl (n): _

23. Enter y and press Enter at the Confirmation Prompts to upgrade to 4.3R2.

Getting upgrade information for 4.
Upgrade information for 4.3R2
Available Pack

Name :

Arch

you ready t
Build dowmload is i
Harning ages may be showm during wpgrading. This is a normal case that the RPM installer tries t
0 remove une ng Files. You can ignore them.
Pr any key to continue the upgrade (18s)...

24. When the installation is complete, the following message will appear “Complete! Operation
is successful”. Press Enter to continue, then press Enter to reboot the VM.
Complete!?

Operation is successful
Press [Enter] to continue

e Virtual Appliance has to be restarted for applying new changes
Fress [Enter] to continue

The reboot process will take several minutes. When the reboot is complete, log into the VM and
verify the upgrade

o Verify that the Build Number is correct.

¢ Go to the Virtual Appliance Menu and select option 2 — Configure the Virtual
Appliance, then select option 2 — Display the Current Configuration to view the
current Build Number. See Display Current Configuration for more details.

o Verify that all services have started.

¢ From the Configure the Virtual Appliance Menu, select option 0 — Exit to go to The
Virtual Appliance Menu.
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o Select option 3 — Run Watchdog Command, then select option 3 — Display Status
of All Services. See Run Watchdog Command for more details.

Once all services have started you can launch the OmniVista UI.

Launching the OmniVista Ul

Once all services are running after upgrading, enter https://<OVServer|Paddress> in a
supported browser to launch OV 2500 NMS-E 4.3R2.

Important Notes for Stellar APs:

e If your network includes Stellar APs, you must upgrade these devices to AWOS
3.0.5.1046 after completing the OmniVista upgrade. Use the Resource Manager
Upgrade Image Screen (Configuration — Resource Manager — Upgrade Image) to
upgrade Stellar APs. The AWOS Image Files are available on the Service and Support
Website.

¢ Also note that if you are upgrading from a previous build and your network has more
than 256 Stellar APs, you must re-apply your VA memory setting after completing the
OmniVista upgrade as described below.

9. Go to VA Main Menu. Select 2 - Configure the Virtual Appliance.

10. Select 2 - Display Current Configuration to verify your currently-configured
network size (e.g., Low, Medium, High).

11. Select 10 - Configure Network Size, then select 2 - Configure OV2500 Memory.

12. Select your current memory configuration (e.g., 1 - Low). Press y at the confirmation
prompt, then press Enter to continue.

13. At the Watchdog Service prompt, press y, then press Enter to restart Watchdog
Services.
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Appendix A — Installing Virtual Box

If you are deploying OV 2500 NMS-E 4.3R3 on a standalone Windows or Linux machine, you
must first install Virtual Box on the machine. Virtual Box is available as a free download.

Go to https://www.virtualbox.org/wiki/Downloads. Click on the applicable download link (e.g.,
Windows Hosts). The sections below provide procedures for installing Virtual Box on Windows
or Linux Hosts. See the Oracle VM Virtual Box documentation for additional information.

Supported Hosts
Virtual Box runs on the following host operating systems:

¢ Windows Hosts:
e Windows Vista SP1 and later (32-bit and 64-bit).
e Windows Server 2008 (64-bit)
o Windows Server 2008 R2 (64-bit)
e Windows 7 (32-bit and 64-bit)
e Windows 8 (32-bit and 64-bit)
e Windows 8.1 (32-bit and 64-bit)
e Windows 10 RTM build 10240 (32-bit and 64-bit)
e Windows Server 2012 (64-bit)
e Windows Server 2012 R2 (64-bit).

e Linux Hosts (32-bit and 64-bit):
e Ubuntu 10.04 to 15.04
e Debian GNU/Linux 6.0 ("Squeeze") and 8.0 ("Jessie")
¢ Oracle Enterprise Linux 5, Oracle Linux 6 and 7
o Redhat Enterprise Linux 5, 6 and 7
e Fedora Core / Fedora 6 to 22
e Gentoo Linux
e 0penSUSE 11.4,12.1,12.2,13.1
e Mandriva 2011.

Installing Virtual Box on Windows Hosts

The Virtual Box installation can be started by double-clicking on the downloaded executable file
(contains both 32- and 64-bit architectures), or by entering:

VirtualBox.exe —-extract

on the command line. This will extract both installers into a temporary directory in which you will
find the usual .MSl files. You can then perform the installation by entering:

msiexec /1 Virtual Box-<version>-MultiArch <x86|amd64>.msi

In either case, this will display the installation welcome dialog and allow you to choose where to
install Virtual Box to and which components to install. In addition to the Virtual Box application,
the following components are available:
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e USB Support:

e This package contains special drivers for your Windows host that Virtual Box
requires to fully support USB devices inside your virtual machines.

e Networking
e This package contains extra networking drivers for your Windows host that Virtual

Box needs to support Bridged Networking (to make your VM's virtual network cards
accessible from other machines on your physical network).

e Python Support

e This package contains Python scripting support for the Virtual Box API. For this to
work, a working Windows Python installation on the system is required.

The Virtual Box 5.2.x Setup Wizard will guide you through the installation. Depending on your
Windows configuration, you may see warnings about "unsigned drivers", etc. Please allow these
installations as otherwise Virtual Box might not function correctly after installation.

With standard settings, Virtual Box will be installed for all users on the local system; and the
installer will create a "Virtual Box" group in the Windows "Start" menu which allows you to
launch the application and access its documentation.

Installing Virtual Box on Linux Hosts

Virtual Box is available in a number of package formats native to various common Linux
distributions. In addition, there is an alternative generic installer (.run) which should work on
most Linux distributions.

Note: If you want to run the Virtual Box graphical user interfaces, the following packages
must be installed before starting the Virtual Box installation (some systems will do this for
you automatically when you install Virtual Box):

e Qt4.8.0 or higher;
o SDL 1.2.7 or higher (this graphics library is typically called 1ibsd1l or similar).
Specifically, Virtual Box, the graphical Virtual Box manager, requires both Qt and SDL.

VBoxSDL, our simplified GUI, requires only SDL. If you only want to run VBoxHeadless,
neither Qt nor SDL are required.

Installing Virtual Box From a Debian/Ubuntu Package

Download the appropriate package for your distribution. The following examples assume that
you are installing to a 32-bit Ubuntu Raring system. Use dpkg to install the Debian package:

sudo dpkg -i virtualbox-5.0 5.2.x Ubuntu raring i386.deb

You will be asked to accept the Virtual Box Personal Use and Evaluation License. Unless you
answer "yes" here, the installation will be aborted.

The installer will also search for a Virtual Box kernel module suitable for your kernel. The
package includes pre-compiled modules for the most common kernel configurations. If no
suitable kernel module is found, the installation script tries to build a module itself. If the build
process is not successful, a warning is displayed and the package will be left unconfigured. In
this case, check /var/log/vbox-install.log to find out why the compilation failed. You
may have to install the appropriate Linux kernel headers.
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After correcting any problems, enter sudo rcvboxdrv setup to start a second attempt to
build the module. If a suitable kernel module was found in the package or the module was
successfully built, the installation script will attempt to load that module.

Once Virtual Box has been successfully installed and configured, you can start it by selecting
"Virtual Box" in your start menu or from the command line.

Using the Alternative Installer (VirtualBox.run)
The alternative installer performs the following steps:
¢ It unpacks the application files to the target directory, /opt/Virtual Box/, which
cannot be changed.

o It builds the Virtual Box kernel modules (vboxdrv, vboxnetflt and vboxnetadp)
and installs them.

e ltcreates /sbin/rcvboxdrv, an init script to start the Virtual Box kernel module.
e |t creates a new system group called vboxusers.

e |t creates symbolic links in /usr/bin to a shell script (/opt/Virtual Box/VBox)
which does some sanity checks and dispatches to the actual executables, Virtual
Box, VBoxSDL, VBoxVRDP, VBoxHeadless and VboxManage.

e ltcreates /etc/udev/rules.d/60-vboxdrv.rules, a description file for udev, if
that is present, which makes the USB devices accessible to all users in the vboxusers

group.
e |t writes the installation directory to /etc/vbox/vbox.cfg.

The installer must be executed as root with either install or uninstall as the first
parameter.

sudo ./VirtualBox.run install
If you do not have the "sudo" command available, run the following as root instead:

./VirtualBox.run install

Then put every user requiring access to USB devices from Virtual Box guests into the group
vboxusers, either through the GUI user management tools or by running the following

command as root:

sudo usermod -a -G vboxusers username

Note: The usermod command of some older Linux distributions does not support the -a
option (which adds the user to the given group without affecting membership of other
groups). In this case, determine the current group memberships using the groups
command and add these groups in a comma-separated list to the command line after the -G
option (e.g., usermod -G groupl, group2,vboxusers username.)

Performing a Manual Installation

If, for any reason, you cannot use the shell script installer described previously, you can also
perform a manual installation. Invoke the installer by entering:

./VirtualBox.run —--keep —--noexec
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This will unpack all the files needed for installation in the instal1 directory under the current
directory. The Virtual Box application files are contained in VirtualBox.tar.bz2 which you
can unpack to any directory on your system. For example:

sudo mkdir /opt/Virtual Box
sudo tar jxf ./install/VirtualBox.tar.bz2 -C /opt/Virtual Box

or as root:

mkdir /opt/Virtual Box
tar jxf ./install/VirtualBox.tar.bz2 -C /opt/Virtual Box

The sources for VirtualBox's kernel module are provided in the src directory. To build the
module, change to the directory and issue the following command:

make

If everything builds correctly, issue the following command to install the module to the
appropriate module directory:

sudo make install

If you do not have sudo, switch the user account to root and enter:

make install

The Virtual Box kernel module needs a device node to operate. The above make command will
tell you how to create the device node, depending on your Linux system. The procedure is
slightly different for a classical Linux setup with a /dev directory, a system with the now
deprecated devfs and a modern Linux system with udev.

On certain Linux distributions, you might experience difficulties building the module. You will
have to analyze the error messages from the build system to diagnose the cause of the
problems. In general, make sure that the correct Linux kernel sources are used for the build
process. Note that the /dev/vboxdrv kernel module device node must be owned by root:root
and must be read/writable only for the user.

Next, you will have to install the system initialization script for the kernel module:
cp /opt/Virtual Box/vboxdrv.sh /sbin/rcvboxdrv

(assuming you installed Virtual Box to the /opt/Virtual Box directory) and activate the
initialization script using the right method for your distribution, you should create VirtualBox's
configuration file:

mkdir /etc/vbox
echo INSTALL DIR=/opt/Virtual Box > /etc/vbox/vbox.cfg

and, for convenience, create the following symbolic links:

In -sf /opt/Virtual Box/VBox.sh /usr/bin/Virtual Box
In -sf /opt/Virtual Box/VBox.sh /usr/bin/VBoxManage
In -sf /opt/Virtual Box/VBox.sh /usr/bin/VBoxHeadless
In -sf /opt/Virtual Box/VBox.sh /usr/bin/VBoxSDL
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Appendix B — Using the Virtual Appliance Menu

To access the Virtual Appliance Menu for a VM, launch the Hypervisor Console. The login
prompt is displayed.

Note: You can also access the Virtual Appliance Menu by connecting via SSH using port
2222, user cliadmin, and password set when deploying VA (e.g., ssh
cliadmin@192.160.70.230 —p 2222).

% 7 (Core)

Kernel 3.18.8-693.17.1.el17.x86_64 on an xB6_64

'roduct Name: Alcatel-Lucent Enterprise OmniVista £588 NMS 4.3RZ GA

Juild Number: Z£
'atch Number: 8

juild Date: 18-29-2018
imnivista login: _

1. Enter the login (cliadmin) and press Enter.

2. Enter the password and press Enter. The password is the one you created when you first
launched the VM Console at the beginning of the installation process. The Virtual Appliance
Menu is displayed.

The Virtual Appliance Menu provides the following options:
e 1-Help
e 2 - Configure the Virtual Appliance
¢ 3 - Run Watchdog Command
e 4 - Upgrade/Backup/Restore VA
e 5 - Change Password
e 6 -logging
e 7 -Login Authentication Server
e 8 - Power Off
e 9 -Reboot
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e 10 - Advanced Mode
e 11 - Set Up Optional Tools
e 12 - Convert to Cluster
e 13 - Join Cluster
o 0-logOut
For information on these menu options, refer to the sections below.

Help
Enter 1 and press Enter to bring up help for the Virtual Appliance Menu.

Configure the Virtual Appliance

The “Configure the Virtual Appliance” menu provides the following options:
e 1-Help
e 2 -Display Current Configuration
e 3 - Configure OV IP & OV Ports
e 4 - Configure UPAM Portal IP & Ports
o 5 - Configure Default Gateway
e 6 - Configure Hostname
e 7 - Configure DNS Server
o 8 - Configure Timezone
e 9 - Configure Route
¢ 10 - Configure Network Size
o 11 - Configure Keyboard Layout
e 12 — Update OmniVista Web Server SSL Certificate
¢ 13 - Enable/Disable AP SSL Authentication
e 14 - Configure NTP Client
o 15 - Configure Proxy
e 16 - Change Screen Resolution
e 17 - Configure the Other Network Cards
e (- Exit
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Help
Enter 1 and press Enter to bring up help for the Configure The Virtual Appliance Menu.

Display Current Configuration

Enter 2 and press Enter to display the current VA configuration. Press Enter to return to the
Configure The Virtual Appliance Menu.
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Configure OV IP & OV Ports

1. If you want to re-configure the OV IP address and Ports, enter 3 and press Enter.

2. Enter an IPv4 IP address and subnet mask.
3. Enter y at the confirmation prompt and press Enter to confirm the settings.

4. After configuring the OV IP address, configure the OV ports.
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T Ty
Conf igure OU Ports

Please input OV Web HTTP port [8H]1:

Pleaze input OV Leb HTTPS port [4431:
ould you like to configure:
OV Web HTTF Fort: 8@
OV Web HTTPS Port: 443
[yinl (y):

5. At the prompt, enter an HTTP value and press Enter. Enter an HTTPS value and press
Enter.

e HTTP Port (Valid range: 1024 to 65535, Default = 80)
e HTTPS Port (Valid range: 1024 to 65535, Default = 443)

Note: You can press Enter to accept default values. New port values must be unique
(i.e., they must differ from any previously-configured ports).

6. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu.

After entering values and confirming, you must restart all services for the changes to take effect.
Use the Restart All Services option in the Run Watchdog command in the Virtual Appliance
Menu.

Important Note: If you change the OV IP address in the VA Menu, the network is NOT
touched. For wired devices, you must reconfigure the sFlow receiver, policy server, and
SNMP trap station. After changing the IP Address of the OV Server, you must manually
push configurations from various applications (Analytics, Policy View QoS, and Noaotification
applications respectively) to inform the network about the new location of the OV Server. For
Stellar APs, you must reconfigure the DHCP Server, and reapply WLAN Services and
Global Configurations in Unified Access.

Configure UPAM Portal IP & Ports
1. Enter 4 and press Enter to bring up the Configure UPAM Portal IP & Ports Menu.

3. Enter a UPAM IP address and UPAM HTTP and HTTPS ports. The UPAM IP address can be
the same as the OV IP address or different. However, if you use a different IP address for
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UPAM it is recommended that you use the default ports. If you do not use the default ports, the
ports should be >1024.

4. Enter y at the confirmation prompt and press Enter to confirm the settings.

5. At the prompt, enter an HTTP value and press Enter. Enter an HTTPS value and press
Enter.

e HTTP Port (Valid range: 1024 to 65535, Default = 80)
e HTTPS Port (Valid range: 1024 to 65535, Default = 443)

6. Enter y and press Enter at the confirmation prompt. You will be prompted to restart the
Watchdog Service for the change to take effect.

7. Once Watchdog has restarted, enter 0 and press Enter to return to the Configure the Virtual
Appliance Menu.

Important Note: Modifying the UPAM Portal IP Address in the VA Menu will not update the
existing configuration on devices. You must modify the Global Settings in the Ul on the
Global Configuration - Settings page (Unified Access - Unified Profile - Template - Global
Configuration - Setting) and apply the new setting to devices.

Configure Default Gateway

1. Enter 5 and press Enter to configure default gateway settings.

2. Enter an IPv4 default gateway.

3. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu.

Configure Hostname

1. The default Hostname is omnivista. If you want to change the default Hostname, enter 6
and press Enter.

2. Enter a hostname (maximum of 15 characters).
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3. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu.

Configure DNS Server

1. Enter 7 to specify whether the VM will use a DNS Server.

2. If the VM will use a DNS server, enter y, then press Enter. Enter the IPv4 address for Server
1 and Server 2, if applicable.

e S R R R R R T R A e T e R A TR
Conf igure DNS Server

puld you like to use dns servers [yinl (n): y
(=) Please input dns server 1: 192.168.7H.2Z6

puld you like to use dns server £ [yinl (n): y
(>) Please input dns server 2: 192.168.1.3

puld you like to configure:
dns server 1: 192.168.78.226
dns server 2: 192.168.1.3
[yinl (yd: y
e conf iguration has been set
Prezs [Enter]l to continue

Note: If n (No) is selected, all DNS Servers will be disabled. If y is selected, after DNS
servers are set, you may be prompted to restart ovclient service if it was already running.

3. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu. You will be prompted to restart the OV Client Service for the change to
take effect.

Configure Timezone

1. Enter 8 and press Enter to begin setting up the time zone; then confirm by typing y at the
prompt.

2. Select the region for the VM by entering its corresponding numeric value (e.g., 10).

3. Select a country within the region by entering its corresponding numeric value (e.g., 25).
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5. Enter y and press Enter to confirm the settings. It may take a few minutes for the process to
complete. Press Enter to return to the Configure Current Node Menu. You can verify the
change using the (2) Display Current Node Configuration command.
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Configure Route

1. If you want to add a static route from the VM to another network enter 9 and press Enter.
2. Add an IPv4 route by entering 3 at the command prompt.

3. Enter the subnet, netmask and gateway.

4. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu.

Configure Network Size

1. At the Main Menu prompt, enter 10 and press Enter to begin configuring a Network Size.

00 Memory

2. You can re-configure OV 2500 NMS-E 4.3R3 memory settings by selecting option 2. Select
an option (e.g., Low, Medium, High, Very High) based on the number of devices being managed
and press Enter. Enter y and press Enter at the confirmation prompt. You will be prompted to
restart the Watchdog Service for the change to take effect.

3. Configure Swap file by selecting option 3.

e 1 -Show Current Swap Files - Enter 1 and press Enter to display information about
any configured Swap Files.

e 2 - Add Swap File - Enter the size of the Swap File in MB (Range = 1 - 4096). Enter y
and press Enter at the confirmation prompt.

e 3 -Delete Swap File - Select the Swap File you want to delete and press Enter. Enter y
and press Enter at the confirmation prompt.
4. Configure Data Partition by selecting option 4.

By default, OV 2500 NMS-E 4.3R3 is partitioned as follows: HDD1:50GB and HDD2:256GB. If

you are managing more than 500 devices it is recommended that you increase the provisioned
hard disk.

Important Note: Make sure that your VA configuration (e.g., Hypervisor Processor, OV VA
RAM, HDD Provisioning) is adequate for the number of devices you are managing; and
make sure the appropriate memory and disk space for the selected network size have been
allocated to the OmniVista VA. Insufficient memory or disk space for the chosen network
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size may cause OV instability. OmniVista will not allow you to configure a network size that
cannot be supported by the VA configuration. For example, if you allocate 16GB of memory
for the OmniVista VA, OmniVista will only allow you to configure a Low network size (fewer

than 500 devices). Refer to Recommended System Configurations for details.

Configure Keyboard Layout

1. Enter 11 and press Enter to specify a keyboard layout.

2. Press Enter to see the list of keyboard layouts.

3. Enter q and press Enter to quit the view mode. At the prompt, enter a keyboard layout then
press Enter. Enter y at the confirmation prompt and press Enter.

The table below lists all supported keyboard layouts.

amiga-de amiga-us atari-uk-falcon atari-se
atari-us atari-de pt-olpc es-olpc
sg-latin1 hu sg fr CH
de-latin1-nodeadkeys fr_CH-latin1 de-latin1 de_CHe-latin1
cz-us-qwertz sg-latin1-1k450 croat slovene
sk-prog-qwertz sk-qwertz de cz
wangbe wangbe2 fr-latin9 fr-old
azerty fr fr-pc be-latin1
fr-latin0 fr-latin1 tr_f-latind trf-fgGlod
backspace ctrl applkey keypad
euro2 euro euro1 windowkeys
unicode se-latin1 cz-cp1250 il-heb
ttwin_cplk-UTF-8 pt-latin1 ru4 ruwin_ct_sh-CP1251
ruwin_alt-KOI8-R no-latin1 pl1 cz-lat2
ni2 mk es-cp850 bg-cp855
by uk pl ua-cp1251
pt-latin9 sk-qwerty se-lat6 bg_bds-cp1251
ruwin_cplk-UTF-8 br-abnt la-latin1 sr-cy
ruwin_ctrl-CP1251 ua dk ru-yawerty
mk-cp1251 ruwin_cplk-KOI8-R kyrgyz defkeymap_V1.0
se-fi-laté ruwin_ctrl-UTF-8 ro fi
sk-prog-qwerty trq fi-latin9 ar
ru3d us ruwin_ct_sh-KOI8-R ]
ro_std ttwin_alt-UTF-8 trf ruwin_alt-UTF-8
it-ibm il by-cp1251 it
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emacs fi-latin1 pc110 bg_bds-utf8
tralt defkeymap bg_pho-utf8 ua-ws
cf hu101 bg_pho-cp1251 se-ir209
ttwin_ctrl-UTF-8 cz-lat2-prog br-latin1-us mk-utf
cz-qwerty ruwin_cplk-CP1251 ttwin_ct_sh-UTF-8 rui
ruwin_ctrl-KOI8-R ru-ms no us-acentos
pl2 sv-latin1 br-latin1-abnt2 et
ru-cp1251 ruwin_alt-CP1251 ru it2
It.14 ua-utf bywin-cp1251 bg-cp1251
ru_win emacs2 dk-latin1 kazakh
br-abnt2 es pl4 mkO
is-latin1 is-latin1-us il-phonetic fi-old
et-nodeadkeys jp106 It ru2
ruwin_ct_sh-UTF-8 pt se-fi-ir209 gr-pc
It.baltic tr_g-latin5 pl3 ua-utf-ws
bashkir no-dvorak dvorak-r dvorak
ANSI-dvorak dvorak-| mac-euro mac-euro2
mac-fr_CH-latin1 mac-us mac-de-latin1 mac-be
mac-es mac-pl mac-se mac-dvorak
mac-fi-latin1 mac-template mac-dk-latin1 mac-de-latin1-
nodeadkeys
mac-fr mac-pt-latin1 mac-uk mac-it
mac-de_CH sunt4-no-latin1 sunt5-cz-us sundvorak
sunt5-de-latin1 sunt5-us-cz sunt5-es sunt4-fi-latin1
sunkeymap sunt4-es sunt5-ru sunt5-uk
sun-pl sunt5-fr-latin1 sunt5-fi-latin1 sun-pl-altgraph

4. Press Enter to return to the Configure The Virtual Appliance Menu.

Update OmniVista Web Server SSL Certificate

To update the OmniVista Web Server SSL Certificate, you must first generate a *.crt and *.key
file and use an SFTP Client to upload the files to the VA. Make sure the destination directory is

“keyS”.

e SFTP User: cliadmin
e SFTP Password: <password when deploying VA>

e SFTP Port: 22

1. Enter 12 and press Enter.

2. Choose a certificate file (.crt) and enter y and press Enter. Choose a private key file (.key)
and enter y and press Enter.
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Update Omnillista Web Server 35L certificate
e s s e e s e

Available certificate(s)

[1] ov _server.crt
[B] Exit

(+) Type your option: 1
puld you like to use this certificate?
[1] ov_server.crt

[yinl (nd: y

fAivailable private key(s)

[1]1 ov_server.key
[B] Exit

(=) Type your option: 1

puld you like to wuse this private key?
[1]1 ov_server.key

[yinl (n):

Enable/Disable AP SSL Authentication

Enables/Disables AP SSL Authentication. By default, AP SSL Authentication is enabled.
However, you may want to disable it if there is a problem with the SSL Certificate. Enter 13 and
press Enter. The current status will be displayed (Enabled/Disabled). Follow the prompts to
enable or disable AP SSL Authentication. Once services have started/stopped, press Enter to
return to the Configure the Virtual Appliance Menu.

Configure NTP Client

1. Enter 14 and press Enter to configure an NTP Server.

2. Enter 2 and press Enter.
3. Enter the IP address of the NTP Server and press Enter.

4. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu. You can enable the server when you create it, or enable it at a later
time using option 5.

Configure Proxy

OV 2500 NMS-E 4.3R3 makes an HTTPS connection to the OmniVista 2500 NMS External
Repository for upgrade software, Application Visibility Signature Files, and ProActive Lifecycle
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Management. If the OV 2500 NMS-E 4.3R3 Server has a direct connection to the Internet, a
Proxy is not required. Otherwise, a Proxy should be configured to enable OV 2500 NMS-E
4.3R3 to connect to these external sites (Port 443):

e ALE Central Repository — ovrepo.fluentnetworking.com

e AV Repository — ep1.fluentnetworking.com

e PALM - palm.enterprise.alcatel-lucent.com

¢ Call Home Backend - us.fluentnetworking.com

1. Enter 15 and press Enter to specify whether the VM will use a Proxy Server. Enter 2 and
press Enter to configure a Proxy Server.

2. If the VM will use a proxy server, enter the Proxy Server IP address, along with the port (e.g.,
8080).

Proxy is not set

(#) Please input proxy IP: 18.255.18.88
(=) Please input proxy port: G688
Please input proxy username :

ould you like to configure proxy with:
IP: 18.255.18.88
Port: 86886
Username :
Password:
[yinl (y):

15
Note: If n (No) is selected, all proxy servers will be disabled.

3. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu.

4. Enter 3 and press Enter to enable the Proxy.

Change Screen Resolution

1. Enter 16 and press Enter to configure the VA screen resolution.

2. Select a screen resolution and press Enter. Enter y and press Enter y at the confirmation
prompt. You will be prompted to restart the VA for the settings to take effect.

3. Enter y and press Enter at the confirmation prompt to restart the VA.
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Configure the Other Network Cards

1. Enter 17 and press Enter to configure additional Network Cards on the Virtual Appliance.

= Configure the other Network Cards

Choose the number of network card to configure:
[1] ethl

[B8]1 Exit

(=) Type your option: 1

(#) Please input IPvd for ethl: 18.1.18.214

Pleaze input subnet mask [255.8.8.8]1: 255.255.255.8
Would you like to configure:
IPvi: 1A.1.18.214
subnet mask: £55.255.255.8
[yinl C(y): y
The configuration has been set
Press [Enter] to continue

2. Enter the number of the network card you want to configure (e.g., 1 eth1) and press Enter.
3. Enter an IPv4 IP address and mask.
4. Enter y and press Enter at the confirmation prompt.

To add another network card using the VA Menu, the card must exist in the Hypervisor. If
necessary, add a new Network Adapter in the VM Settings in the Hypervisor.

Important Note: The new adapter must be the same Adapter Type as first NIC. In other
words, eth1, ethO should be same type.
Exit

Enter 0 and press Enter to return to the Virtual Appliance Menu.

Run Watchdog Command

The Watchdog command set is used to start and stop managed services used by OV 2500
NMS-E 4.3R3. If you stop certain framework services (e.g., ActiveMQ, Apache Tomcat) or a
service that these services depend on, the web server will shut down, and you will have to
restart the service manually. You will receive a warning prompt whenever you try to shut down
one of these services.

To access the Watchdog CLI Command Menu, enter 3 at the command prompt. The following
displays:
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The following options are available:

Choose Service Profile - Used to save memory if certain services are not required for
your network (e.g., you are not using Stellar APs in your network or you are not using
the Application Visibility application). Note that when you change a service profile, all
Watchdog Services will be restarted.

o All Features (Default) - All services are started.

¢ No Stellar, No UPAM - Services required for Stellar APs and UPAM will not be
started.

¢ No Application Visibility - Services required for the Application Visibility application
will not be started.

e No Stellar, No UPAM, No Application Visibility - Services required for Stellar APs,
UPAM, and Application Visibility will not be started.

Display Status Of All Services - Displays the status of all of the services used by
OmniVista (Running/Stopped). To display the status for all services just once (Default),
Enter n and press Enter at the "Continuous Status" Prompt (or just press Enter). The
status will be displayed and you will be returned to the Run Watchdog Command Menu.
To run and display continuous status checks for all services, enter y then press Enter at
the "Continuous Status" Prompt. To stop the display and return to the Run Watchdog
Command Menu, enter Ctrl C.

Start All Services - Starts all services. Enter y and press Enter at the confirmation
prompt.

Stop All Services - Stop all services. Enter y and press Enter at the confirmation
prompt.

Restart All Services - Stop and restart all services. Enter y and press Enter at the
confirmation prompt.

Start a Service - Starts a single service. Enter the service name at the prompt and
press Enter. At the "Start Tree" option, enter y and press Enter to start all dependent
services; enter n if you do not want to start dependent services. Press Enter at the
confirmation prompt to start the service(s).

Stop a Service - Stops a single service. Enter the service name at the prompt and press
Enter. At the "Stop Tree" option, enter y and press Enter to stop all dependent services;
enter n if you do not want to stop dependent services. Press Enter at the confirmation
prompt to stop the service(s).
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o Start Watchdog - Starts the Watchdog Service, which starts all services.
e Shutdown Watchdog - Stops the Watchdog Service, which stops all services.

Upgrade VA

The Upgrade VA command set is used to display information about the currently-installed
OmniVista 2500 NMS software, upgrade OmniVista software, configure the OV Build
Repository, and backup/restore OV software. OV software and updates are stored on an
external repository (ALE Central Repository). By default, the OV Virtual Appliance points to the
ALE Central Repository, which contains the latest builds and software updates. If a proxy has
been configured, make sure to configure the proxy to connect to the external repository.

Note: If you have configured and enabled a Custom Repository, you must select option 4 —
Enable Repository, and enable the ALE Custom Repository to access the latest software.

L L e

* Upgrade Un

patch of Current Release, if any)

ALE Central Repo)

" (Selected - Disabled)
NMS Data

The following options are available:

e To 4.3R3 (Upgrade to Latest Patch of Current Release, if any) - Displays information
about the currently-installed OmniVista NMS software (e.g., Release Number, Build
Number). It also checks for, and displays information about, any available updates. If an
update is available, the update information is displayed and the user is prompted select
whether or not to upgrade to the latest OV software. Select an option and press Enter to
display information about the currently-installed OmniVista NMS software and
download/upgrade an available update.

¢ Download and Upgrade - OV displays information about the currently-installed
OmniVista NMS software, checks for available updates and downloads and installs
the update, if available. (If you are using an offline repo, this is the only upgrade
option supported. “Download Only” and “Upgrade from a Download Package” are not
supported.)

e Download Only - OV displays information about the currently-installed OmniVista
NMS software, checks for available updates and downloads the update, if available.

e Upgrade from a Download Package - If you have previously downloaded an
update but have not yet installed it, OV will install the downloaded update.

Note: You can only upgrade to the latest OV software - only the latest software
will be presented for upgrade, if available.

e To New Release - Upgrade to a new release. The options and processes are the same
as above (“To 4.3R3 Upgrade to Latest Patch of Current Release, if any”). Note that if a
new version of the current release is available, you will be prompted to install the latest
version of the current release before upgrading to the new release.

¢ Enable Repository - Enable an OV Build Repository. This is the repository that
OmniVista 2500 NMS will use to retrieve OV upgrade software. Select a repository from
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the list, enter y and press Enter at the confirmation prompt to enable the repository.
Only one (1) repository can be enabled at a time.

Configure Custom Repositories - Configure a custom repository. By default, the OV
Virtual Appliance points to the external ALE Central Repository, which contains the latest
QV software. However, you can configure up to three (3) custom repositories. Select a
repository (e.g., [1] "Custom Repo 1" Repository) and press Enter. Complete the fields
as described below, then enter y and press Enter at the confirmation prompt:

¢ Repository Name - User-configured repository name.

¢ Repository URL - The URL of the custom repository (e.g.,
192.168.70.10/repo/centos). Enter the URL only. There is no need to enter the
“https://” prefix.

Only one (1) repository can be enabled at a time. The user is responsible for ensuring
that the custom repository contains the latest OV software.

Configure Update Check Interval - Configure how often the OmniVista 2500 NMS
Server will check the OV Build Repository for updates. You can perform a check
immediately or schedule the check to be performed at regular intervals. The results of
the scheduled checks are displayed on the Welcome Screen.

e Check Now - Run the Update Check Task immediately and displays the results.
Enter 2 and press Enter. If an update is available, the update information is
displayed and the user is prompted select whether or not to upgrade to the latest OV
software. If an upgrade is available, enter y and press Enter to install the upgrade.
Note that you can only upgrade to the latest OV software - only the latest software
will be presented for upgrade, if available. Also note that if a new release is available
(e.g., RO1 to R02), and do not have the latest R01 software patches installed, you
will first be prompted to install the latest RO1 patches, and will then be prompted to
install RO2.

o Check Daily/Weekly/Monthly - Run the Update Check Task at the configured
intervals and displays the results on the Welcome Screen. Select an interval and
press Enter. Enter y and press Enter at the confirmation prompt.

o Disable (Default) - Disable the Update Check Task. Enter 6 and press Enter. Enter
y and press Enter at the confirmation prompt.

Backup/Restore OV2500 NMS Data - Backup/Restore OmniVista 2500 NMS data. The
following options are available:

¢ Configure Backup Retention Policy - Configure the maximum number of days that
you want to retain backups (Range = 1 — 30, Default = 7), and the maximum number
of backups that you want to retain (Range = 1 — 30, Default = 5). Backup files are
automatically deleted based on the Backup Retention Policy.

o Backup Now - Perform an immediate backup. Enter an optional name for the
backup (default = ov2500nms) and press Enter. Enter y and press Enter at the
confirmation prompt. When the backup is complete, it will be stored in the “backups”
Directory with the backup name and the date and time of the backup (<base
name>_<yyyy-MM-dd--HH-mm>.bk). If you do not enter a name, the backup will be
stored as ov2500nms- yyyy-MM-dd--HH-mm>.bk. (e.g., ov2500nms-2018-11-16--16-
21.bk).

o Schedule Backup - You can schedule an automatic backup to begin at a specific
time and repeat at a specific daily interval. Enter a time for the backup to begin
(HH:mm format) and press Enter. Enter the time between backups (Range = 1 — 30
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Days, Default = 1) and press Enter. You can change the backup schedule at any
time.

Note: Scheduled backups utilize the Task Scheduler (Windows) and Cron Job
(Linux) utilities. If necessary, these utilities can be used to modify a scheduled
backup.

Note: Backup files are automatically deleted based on the Backup Retention
Policy. Monitor and maintain the Backup Directory to optimize disk space.

o Restore - Select a backup and press Enter. Enter y and press Enter at the
confirmation prompt and press Enter.

Note: You can only perform a restore using a backup from the same release
(e.g., you can only restore a 4.3R3 configuration using a 4.3R3 Backup File).
OmniVista will not allow you to perform a restore using a backup from a previous
release.

Note: If you want to perform a restore using a 4.3R3 Backup File residing on a
different system, you must change the OV IP address/ports and UPAM IP
address/ports of the system on which you are performing the restore to match
the OV IP address/ports and UPAM IP address/ports of the system from which
the backup file was taken before performing the restore. After the restore is
complete, you can use the Configure The Virtual Appliance Menu (Option 4 -
Configure OV IP & OV Ports) to return the restored system to its original OV IP
address/ports and UPAM IP address/ports.

For example, if you want to use a backup file on System A to perform a restore
on the System B, you must change the OV IP address/ports and UPAM IP
address/ports of System B to the OV IP address/ports and UPAM IP
address/ports of System A before performing the restore. After the restore is
complete, you can use the Configure The Virtual Appliance Menu (Option 4 -
Configure OV IP & OV Ports) to change the OV IP address/ports and UPAM IP
address/ports on System B back to their original configuration.

¢ View Backup Configurations - View the backup retention policies. The policies are
configured using Option 2 — Configure Backup Retention Policy. Note that if you
have not configured a Backup Retention Policy, the “Maximum Backup Retention
Days” and Maximum Backup Retention Files” fields will show “-1”.

Change Password

You can change the Virtual Appliance cliadmin password and/or mongo database password.

To change the VA cliadmin password, enter 2, then press Enter. At the prompts, enter the
current password, then enter the new password.
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To change the mongo database password, enter 3, then press Enter. You have two options
when changing the mongo database password.

(=) Type your option: 3
ou must remember the new passwords in order to manage the Mongodhb.
Press [Enter] to continue

ould you like to change password for
[11 Mongo administrator
[Z]1 Ngnms application user
Provide your option [1 OR Z1:

Enter 1 to change the mongo administrator password. Enter 2 to change the application user
password. At the prompts, enter the current password, then enter the new password.

To change the Technical Support Code (used by Support to access the VM) enter 4, then press
Enter. Enter the old password at the prompt and press Enter. Enter the new password and
press Enter. Confirm the password and press Enter.

To change the password of the “ftp” user of the VA, enter 5, then press Enter. Enter the old
password at the prompt and press Enter. Enter the new password and press Enter. Confirm the
password and press Enter.

Logging

You can view OV 2500 NMS-E 4.3R3 Logs using the “Logging” option. Enter 6, then press
Enter.

The following options are available:

e Change Log Level - Changes the logging level for OV services. Enter the number
corresponding to the OV service for which you want to change the logging level (e.g. 13
- ovsip) and press Enter. Enter the number corresponding to the package for which you
want to change the logging level (e.g. 1 - com.alu.ov.ngms.sip.service) and press Enter.
Enter the number corresponding to the log level you want to set (e.g., 2 - DEBUG) and
press Enter.

e Collect Log Files - Collects all log files from a specific date to the current date. Enter
the date from which you want to collect log files in dd-MM-yyyy format (e.g., 10-15-2018)
and press Enter. When finished, a "Collecting completed" message is displayed. The log
files are stored in a zip file in the "logs" Directory with the date and time the logs were
collected appended to the file name (e.g., ovlogs-15-10-2018_12-04-18.zip). SFTP to
the VA using the "cliadmin" username and password to view the log files (Port 22).

e Collect JVM Information - Collects and archives Java Virtual Machine (JVM)
information. Enter y and press Enter at the confirmation prompt to collect JVM
information. When finished, a "Collecting completed" message is displayed along with
the JVM information file name. The file is stored in the "jvm-info" directory with date and
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time the file was created collected appended to the file name (e.g., jvm -info-02018-10-
15-12-08-43.jar). SFTP to the VA using the "cliadmin" username and password to view
the log file (Port 22).

Login Authentication Server

The Login Authentication Server is used to view/change the OV 2500 NMS-E 4.3R3 Login
Authentication Server.

Enter 2 and press Enter to display the current Login Authentication Server. If the server is
remote, the IP address is displayed. If the server is local, "local" is displayed.

If the current Login Authentication Server is a remote server, enter 3 and press Enter to change
the Login Authentication Server to "local". Enter y and press Enter at the confirmation prompt.

Power Off

Before powering off the VM, you must stop all OmniVista services using the Stop All Services
option in the Run Watchdog Command. After all the services are stopped, enter 8 at the
command line to power off the VM. Confirm the power is off by entering y. The power off may
take several minutes to complete.

Note: OV 2500 NMS-E 4.3R3 functions stop running following power off. The VM must be
powered back on via the VMware client software and you must log back into the VM via the
console.

Reboot

Before rebooting the VM, you must stop all OminVista services using the Stop All Services
option in the Run Watchdog Command. After all services are stopped, enter 9 at the command
line to reboot the VM. Confirm reboot by entering y. The reboot may take several minutes to
complete. When rebooted, you will be prompted to log in through the cliadmin user and
password prompts. Note that OV 2500 NMS-E 4.3R3 functions continue following reboot.

Advanced Mode

Advanced Mode enables you to use read-only UNIX commands for troubleshooting. Enter 9,
then press Enter to bring up the CLI prompt. Enter exit and press Enter to return to the Virtual
Appliance Menu. The following commands are supported:

e /usr/bin/touch

e /usr/bin/mktemp

e /usr/bin/dig

e /usr/bin/cat

e /usr/bin/nslookup

e /usr/bin/which
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/usr/bin/less
/usr/bin/tail
{usr/bin/vi
/usr/bin/tracepath
/usr/bin/tty
/usr/bin/systemctl
/usr/bin/grep
/usr/bin/egrep
lusr/bin/fgrep
/usr/bin/dirname
/usr/bin/readlink
/usr/bin/locale
/usr/bin/ping
/usr/bin/traceroute
{usr/bin/netstat
{usr/bin/id
{usr/bin/ls
{usr/bin/mkdir
lusr/sbin/ifconfig
{usr/sbin/route
{usr/sbin/blkid

/usr/sbin/sshd-keygen
lusr/sbin/consoletype

{/usr/sbin/ntpdate
/usr/sbin/ntpq
{usr/bin/ntpstat
{usr/bin/abrt-cli
{usr/sbin/init
/usr/sbin/tcpdump
/bin/mountpoint

Set Up Optional Tools

The Setup Optional Tools command set is used to install/upgrade Hypervisor Optional Tools
Packages.
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Enter the number corresponding to the Hypervisor you are using (2 - VMWare, 3 - Virtual Box,
4 - Hyper-V) and press Enter. Information about available packages is displayed. If a new
package is available, enter y and press Enter at the "Would you like to install the package"
prompt. The package will automatically be downloaded from the OV Repository and installed
(this may take several minutes). When the "Installation Complete" messaged is displayed, press
Enter to continue. Press Enter again to restart the Virtual Appliance.

Convert to Cluster

Enter 12 and press Enter to convert the Node to a Cluster (High-Availability) Installation. This
command prepares the VM to be configured in a Cluster configuration. After selecting this
option and confirming the operation, the VM will reboot. When the reboot is complete, log into
the VM to complete the conversion.

See Converting to a High-Availability Installation for detailed instructions on configuring a High-
Availability installation.

Join Cluster

Enter 13 and press Enter to have this VM join in a Cluster (High-Availability) Installation. After
selecting this option and confirming the operation, the VM will reboot. When the reboot is
complete, log into the VM to complete the conversion.

See Converting to a High-Availability Installation for detailed instructions on configuring a High-
Availability installation.

Log Out

To log out of the VM and return to the cliadmin login prompt, enter 0 at the command line.
Confirm logout by entering y. Note that OV 2500 NMS-E 4.3R3 functions continue following
logout.
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Appendix C — Using the HA Virtual Appliance Menu

To access the High-Availability (HA) Virtual Appliance Menu for a VM, launch the Hypervisor
Console. The login prompt is displayed.

Note: You can also access the Virtual Appliance Menu by connecting via SSH using port
2222, user cliadmin, and password set when deploying VA (e.g., ssh
cliadmin@192.160.70.230 —p 2222).

The menus are the same for both Nodes in the Cluster. With the exception of the specific
Cluster Menus (Show OV Cluster Status, Configure Cluster and Configure Current Node), any
configurations you perform (e.g., Watchdog commands, Upgrade/Backup/Restore commands)
are executed on the Node you are logged into.

693.17.1.e17.x86_64 on an xB6_64

‘roduct Mame: Alcatel-Lucent Enterprise OmnilUista 2588 NMS 4.3RZ GA

Juild Number

'atch Number

Juild Date: ’
imivista login: _

1. Enter the login (cliadmin) and press Enter.

2. Enter the password and press Enter. The password is the one you created when you first
launched the VM Console at the beginning of the installation process. The Virtual Appliance
Menu is displayed.

The HA Virtual Appliance Menu provides the following options:

e 1—Help
e 2 — Show OV Cluster Status
e 3 — Configure Cluster

e 4 — Configure Current Node
¢ 5 — Run Watchdog Command
e 6 — Upgrade/Backup/Restore VA
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e 7 —Llogging

e 8 — Setup Optional Tools
e 9 — Advance Mode

e 10— Power Off

e 11— Reboot

e 0-—LogOut
For information on these menu options, refer to the sections below.

Help
Enter 1 and press Enter to bring up help for the HA Virtual Appliance Menu.

Show OV Cluster Status

The Cluster Status Screen displays information about the High-Availability Cluster, including
Node IP address, Role and Status. The status will display and the HA Virtual Appliance Menu
will return.

The data sync status indicates whether the data between two nodes is in sync. If it is, the field
will indicate “Up to Date”. If it is in the process of syncing, a percentage will be displayed as a
percentage. The speed of a data sync depends on the amount of data and the network speed
between the two Nodes.

Important Note: If a data sync is in progress, it is highly recommended to wait for a data
sync to complete before doing performing any configuration on a Node.
Configure Cluster

Enter 3 and press Enter to configure the Cluster. The settings you configure in this menu are
applied to both Nodes in the Cluster. Note that Cluster settings (Menu Items 3 — 8) can only be
configured on the Active Node.
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The following options are available:

1 - Help
2 - Display Cluster Configuration

3 — Configure Cluster IP

4 — Remove Peer Node From Cluster

5 - Configure OV Web Ports

6 — Configure UPAM Portal Web IP

7 — Configure UPAM Portal Web Ports

8 - Configure OV SSL Certificate

9 — Enable/Disable AP SSL Authentication
10 - Configure FTP Password

11 — Configure Login Authentication Server
12 — Preferred Active Node

13 — Manual Failover

14 — Cluster Error Check

15 — Configure Peer Node’s Information

16 — Enable Maintenance Mode
0 — Exit

Help

Enter 1 and press Enter to bring up help for the Configure Cluster Menu.
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Display Cluster Configuration

Enter 2 and press Enter to view information about the Cluster, including Node information,
HTTP/HTTPS port information and proxy information.

Configure Cluster IP

Enter 3 and press Enter to configure the Cluster IP address and subnet. You will be prompted
to restart services for the change to take effect. Note that if you reconfigure the Cluster IP
address you will have to make the applicable network updates.

To change an existing Cluster IP address, enter 1 and press Enter to disable the current IP
address, then enter 2 and press Enter to re-configure the new address. The new IP address
must be on the same subnet as the Nodes.

Remove Peer Node From Cluster

Enter 4, press Enter, then enter y and press Enter at the Confirmation Prompt to remove the
Peer Node from the Cluster. The process can take several minutes. When it is complete, a
Confirmation Message will appear. Press Enter to return to the Configure Cluster Menu.

Note that this command can only be issued on the Active Node. This command is generally
used if there is a problem with the Standby Node and you wish to permanently remove it. Once
the Node is removed from the Cluster, it is essentially unusable. You cannot connect to it via a
browser and it retains the HA Menu, so you cannot have it join another Cluster. However, you
can have another Node join the Active Node in a new Cluster Configuration.
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Configure OV Web Ports

Enter 5 and press Enter to configure the OmniVista Web HTTP/HTTPS ports. At the prompts,
enter the IPv4 IP address and subnet mask; enter y and press Enter at the confirmation prompt,
then press Enter to continue. At the prompts, enter the HTTP Port and the HTTPs Port
(Defaults = HTTP - 80, HTTPS - 443). Enter y and press Enter at the confirmation prompt.

You will be prompted to restart the Watchdog Service for the change to take effect. Note that
new port values must be unique (i.e., they must differ from any previously-configured ports).

Configure UPAM Portal Web IP

Enter 6 and press Enter to configure the UPAM Portal Web |IP address. Enter 1 and press
Enter to enable configuration of the IP address. Enter an IP address, then enter y and press
Enter to confirm the address.

To change an existing UPAM Portal Web IP address. Enter 1 and press Enter to disable the
current IP address, then enter 2 and press Enter to re-configure the new address.

Configure UPAM Portal Web Ports

Enter 7 and press Enter to configure the UPAM Portal Ports. You will be prompted to restart
services for the change to take effect.

Configure OV SSL Certificate

To update the OmniVista Web Server SSL Certificate, you must first generate a *.crt and *.key
file and use an SFTP Client to upload the files to the VA. Make sure the destination directory is
“keys”.
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e SFTP User: cliadmin
e SFTP Password: <password when deploying VA>
e SFTP Port: 22

1. Enter 8 and press Enter.

2. Choose a certificate file (.crt) and enter y and press Enter. Choose a private key file (.key)
and enter y and press Enter.
e oo B oo oo oo oo 3o B oo P B o

Update Ommillista Web Server 35L certificate
B

fAvailable certificate(s)

[1] ov_server.crt
[B]1 Exit

(=) Type your option: 1

puld you like to use this certificate?
[1] ov_server.crt

[yin]l (n): y

fAvailable private key(s)

[1]1 ov_server.key
[B] Exit

(+) Type your option: 1

puld you like to use this private key?
[1]1 ov_server.key

[yinl (n):

Enable/Disable AP SSL Authentication

Enables/Disables AP SSL Authentication. By default, AP SSL Authentication is enabled.
However, you may want to disable it if there is a problem with the SSL Certificate. Enter 7 and
press Enter. The current status will be displayed (Enabled/Disabled). Follow the prompts to
enable or disable AP SSL Authentication. Once services have started/stopped, press Enter to
return to the Configure the Virtual Appliance Menu.

Configure FTP Password

Enter 10 and press Enter to configure an FTP password for the Node. At the prompt, enter the
old password, then enter and confirm the new password. You will be prompted to restart
services for the change to take effect.

Configure Login Authentication Server

Enter 11 and press Enter to view/change the OmniVista Login Authentication Server.
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Preferred Active Node

Enter 12 and press Enter to change the preferred Active Node. The Preferred Active Node is
the Node that will be set following a system failure. When the system returns, the Preferred
Active Node will be the Active Node when the system returns.

Select 1 to clear the current Active Node. This will remove the current Preferred Active Node
setting, meaning there will be no Preferred Active Node in the case of a system failure. If no
Preferred Active Node is set, the system will decide on the Active Node following a system
failure. By default, no Preferred Active Node is set.

Select 2 or 3 to change the current Active Node. Enter y and press Enter at the Confirmation
Prompt to clear the current Preferred Active Node and set the new one.

Manual Failover

Enter 13 and press Enter to manually initiate a failover to the Inactive Node. The current

Inactive Node will become the Active Node. The process can take several minutes. After the
failover is complete, the services on the Standby Node will be running. The previously Active
Node will now be the Standby Node (with the upam, radius, and nginx services “Stopped”). A
Banner will appear at the top of the Ul warning that a “Communication Failure” has occurred.

e If you are using a Layer 2 Configuration, you can access OmniVista using the same
Cluster IP address.

e |If you are using a Layer 3 Configuration, the banner will contain a link to connect to the
new Active Node, as shown below.

NETWORK =  CONFIGURATION = UNIFIED ACCESS = SECURITY = ADMINISTRATOR >  WLAN=  UPAM ™

A Communication Failure with OmniVista 2500 Server. Please click here to redirect to other system

M M A Y E

A S R A
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Cluster Error Check

Enter 14 and press Enter to display any Cluster Errors.

Configure Peer Node’s Information

Enter 15 and press Enter to change the IP address and Hostname (maximum of 15 characters)
of the Peer Node. It is not recommended to re-configure the Peer Node once a cluster is
initialized. If you change the configuration, you must take a backup of OmniVista and contact
Customer Support to re-configure the Cluster.

Enable Maintenance Mode

Enter 16 and press Enter to enable Maintenance Mode to perform an upgrade/disk extension
on the VMs (Node 1 and Node 2). You only have to execute the command on one of the nodes.
It will then be enabled on both Nodes. To upgrade the Nodes:

1. Enable Maintenance Mode.

2. Perform the upgrade on Node 1 (do not restart Node 1)

3. Perform the upgrade on Node 2.

4. Restart both Nodes.

5. Disable Maintenance Mode (you only have to execute the command on one Node).
Exit

Enter 0 and press Enter to exit to the Configure Cluster Menu and return to the HA Virtual
Appliance Menu.

Configure Current Node

Enter 4 and press Enter to configure the Current Node (the Node that you are logged into).

The following options are available:
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1—Help

2 — Display Current Node Configuration

3 — Configure Default Gateway
4 — Configure DNS Server

5 — Configure Timezone

6 — Configure Route

7 — Configure Keyboard Layout
8 — Configure NTP Client
9 — Configure Proxy

10 — Configure Screen Resolution

11 — Configure “cliadmin” Password

12 — Configure “root” Secret Text

13 — Configure Mongodb Password

14 — Configure IP and Hostname
15 — Extend Data Partitions

16 — Configure Network Size

0 — Exit

Help

Enter 1 and press Enter to bring up help for the Configure Current Node Menu.

Display Current Node Configuration

Enter 2 and press Enter to display the configuration for the Node.
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Configure Default Gateway

1. Enter 3 and press Enter to configure default gateway settings.

2. Enter an IPv4 default gateway.

3. Press Enter to confirm the settings. Press Enter to return to the Configure Current Node
Menu.
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Configure DNS Server
1. Enter 4 to specify whether the VM will use a DNS Server.

2. If the VM will use a DNS server, enter y, then press Enter. Enter the IPv4 address for Server
1 and Server 2, if applicable.

Note: If n (No) is selected, all DNS Servers will be disabled. If y is selected, after DNS
servers are set, you may be prompted to restart ovclient service if it was already running.

3. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu. You will be prompted to restart the OV Client Service for the change to
take effect.

Configure Timezone

1. Enter 5 and press Enter to begin setting up the time zone; then confirm by typing y at the
prompt.

2. Select the region for the VM by entering its corresponding numeric value (e.g., 10).
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4. If prompted, enter the numeric value for the specific time zone within the country (e.g., 21).

5. Enter y and press Enter to confirm the settings. It may take a few minutes for the process to
complete. Press Enter to return to the Configure Current Node Menu. You can verify the
change using the (2) Display Current Node Configuration command.

Configure Route

1. If you want to add a static route from the VM to another network enter 6 and press Enter.
2. Add an IPv4 route by entering 3 at the command prompt.

3. Enter the subnet, netmask and gateway.

4. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu.
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Configure Keyboard Layout

1. Enter 7 and press Enter to specify a keyboard layout.

ew mode)

2. Press Enter to see the list of keyboard layouts.

3. Enter q and press Enter to quit the view mode. At the prompt, enter a keyboard layout then
press Enter. Enter y at the confirmation prompt and press Enter.

The table below lists all supported keyboard layouts.

amiga-de amiga-us atari-uk-falcon atari-se

atari-us atari-de pt-olpc es-olpc

sg-latin1 hu sg fr CH
de-latin1-nodeadkeys fr_CH-latin1 de-latin1 de_CH-latin1
cz-us-qwertz sg-latin1-1k450 croat slovene
sk-prog-qwertz sk-qwertz de cz

wangbe wangbe?2 fr-latin9 fr-old

azerty fr fr-pc be-latin1
fr-latin0 fr-latin1 tr_f-latind trf-fgGlod
backspace ctrl applkey keypad

euro2 euro euro1 windowkeys
unicode se-latin1 cz-cp1250 il-heb
ttwin_cplk-UTF-8 pt-latin1 ru4 ruwin_ct_sh-CP1251
ruwin_alt-KOI8-R no-latin1 pl1 cz-lat2

ni2 mk es-cp850 bg-cp855

by uk pl ua-cp1251
pt-latin9 sk-qwerty se-lat6 bg_bds-cp1251
ruwin_cplk-UTF-8 br-abnt la-latin1 sr-cy
ruwin_ctrl-CP1251 ua dk ru-yawerty
mk-cp1251 ruwin_cplk-KOI8-R kyrgyz defkeymap_V1.0
se-fi-lat6é ruwin_ctrl-UTF-8 ro fi
sk-prog-qwerty trg fi-latin9 ar

ru3 us ruwin_ct_sh-KOI8-R ]

ro_std ttwin_alt-UTF-8 trf ruwin_alt-UTF-8
it-ibm il by-cp1251 it

emacs fi-latin1 pc110 bg_bds-utf8
tralt defkeymap bg_pho-utf8 ua-ws

cf hu101 bg_pho-cp1251 se-ir209
ttwin_ctrl-UTF-8 cz-lat2-prog br-latin1-us mk-utf
cz-qwerty ruwin_cplk-CP1251 ttwin_ct_sh-UTF-8 rui
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ruwin_ctrl-KOI8-R ru-ms no us-acentos
pl2 sv-latin1 br-latin1-abnt2 et
ru-cp1251 ruwin_alt-CP1251 ru it2
It.14 ua-utf bywin-cp1251 bg-cp1251
ru_win emacs2 dk-latin1 kazakh
br-abnt2 es pl4 mkO
is-latin1 is-latin1-us il-phonetic fi-old
et-nodeadkeys jp106 It ru2
ruwin_ct_sh-UTF-8 pt se-fi-ir209 gr-pc
It.baltic tr_qg-latin5 pl3 ua-utf-ws
bashkir no-dvorak dvorak-r dvorak
ANSI-dvorak dvorak-| mac-euro mac-euro2
mac-fr_CH-latin1 mac-us mac-de-latin1 mac-be
mac-es mac-pl mac-se mac-dvorak
mac-fi-latin1 mac-template mac-dk-latin1 mac-de-latin1-
nodeadkeys
mac-fr mac-pt-latin1 mac-uk mac-it
mac-de_CH sunt4-no-latin1 sunt5-cz-us sundvorak
suntb-de-latin1 suntb-us-cz suntb-es sunt4-fi-latin1
sunkeymap sunt4-es sunt5-ru sunt5-uk
sun-pl sunt5-fr-latin1 sunt5-fi-latin1 sun-pl-altgraph

4. Press Enter to return to the Configure The Configure Current Node Menu.

Configure NTP Client

1. Enter 8 and press Enter to configure an NTP Server.

2. Enter 2 and press Enter.

3. Enter the IP address of the NTP Server and press Enter.

4. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure
Current Node Menu. You can enable the server when you create it, or enable it at a later time

using option 5.

Configure Proxy

OmniVista makes an HTTPS connection to the OmniVista 2500 NMS External Repository for
upgrade software, Application Visibility Signature Files, and ProActive Lifecycle Management. If
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the OmniVista Server has a direct connection to the Internet, a Proxy is not required. Otherwise,
a Proxy should be configured to enable OmniVista to connect to these external sites (Port 443):
e ALE Central Repository — ovrepo.fluentnetworking.com
e AV Repository — ep1.fluentnetworking.com
e PALM - palm.enterprise.alcatel-lucent.com
e Call Home Backend - us.fluentnetworking.com

1. Enter 9 and press Enter to specify whether the VM will use a Proxy Server. Enter 2 and press
Enter to configure a Proxy Server.

8080).

Note: If n (No) is selected, all proxy servers will be disabled.

3. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu.

4. Enter 3 and press Enter to enable the Proxy.

Change Screen Resolution

1. Enter 10 and press Enter to configure the VA screen resolution.
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2. Select a screen resolution and press Enter. Enter y and press Enter y at the confirmation
prompt. You will be prompted to restart the VA for the settings to take effect.

3. Enter y and press Enter at the confirmation prompt to restart the VA.

Configure “cliadmin” Password

Enter 11 and press Enter to change the “cliadmin” password for the Node VM. At the prompt,
enter the new password and press Enter. Re-enter the password and press Enter.

You must remember the new passwords in order to manad the Virtual Appliance and
CrnivVista.

word must be > 8 and <= 30 characters

Configure “root” Secret Text

Enter 12 and press Enter to change the password of the “root” user of the VA. Enter the old
password at the prompt and press Enter. Enter the new password and press Enter. Confirm the
password and press Enter.

Configure Mongodb Password

Enter 13 and press Enter to change the Mongodb password. You have two options when
changing the mongo database password.

You must remember the new passwords in order to manage the Mongodb.

Enter 1 to change the mongo administrator password. Enter 2 to change the application user
password. At the prompts, enter the current password, then enter the new password.

Configure IP and Hostname

Enter 14 and press Enter to change the IP address and Hostname (maximum of 15 characters)
of the current Node. It is not recommended that you change the configuration of the Cluster
once it has been initialized. If a Cluster has already been initialized, you must take a backup of
OmniVista and contact Customer Support to re-configure the Cluster.

Extend Data Partitions

Enter 15 and press Enter to add an additional hard disk and extend the current data partitions.
By default, OV 2500 NMS-E 4.3R3 is partitioned as follows: HDD1:50GB and HDD2:256GB. If
you are managing more than 500 devices it is recommended that you increase the provisioned
hard disk.
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Configure Network Size

Enter 16 and press Enter to configure the Node memory settings. Select an option (e.g., Low,
Medium) based on the number of devices being managed and press Enter. Enter y and press
Enter at the confirmation prompt. You will be prompted to restart the Watchdog Service for the
change to take effect.

Exit

Enter 0 and press Enter to exit to the Configure Current Node Menu and return to the HA Virtual
Appliance Menu.

Run Watchdog Command

The Watchdog command set is used to start and stop managed services used by OV 2500
NMS-E 4.3R3. If you stop certain framework services (e.g., ActiveMQ, Apache Tomcat) or a
service that these services depend on, the web server will shut down, and you will have to
restart the service manually. You will receive a warning prompt whenever you try to shut down
one of these services.

To access the Watchdog CLI Command Menu, enter 5 at the command prompt.

The following options are available:

o Choose Service Profile - Used to save memory if certain services are not required for
your network (e.g., you are not using Stellar APs in your network or you are not using
the Application Visibility application). Note that when you change a service profile, all
Watchdog Services will be restarted.

e All Features (Default) - All services are started.

e No Stellar, No UPAM - Services required for Stellar APs and UPAM will not be
started.
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¢ No Application Visibility - Services required for the Application Visibility application
will not be started.

¢ No Stellar, No UPAM, No Application Visibility - Services required for Stellar APs,
UPAM, and Application Visibility will not be started.

e Display Status Of All Services - Displays the status of all of the services used by
OmniVista (Running/Stopped). To display the status for all services just once (Default),
Enter n and press Enter at the "Continuous Status" Prompt (or just press Enter). The
status will be displayed and you will be returned to the Run Watchdog Command Menu.
To run and display continuous status checks for all services, enter y then press Enter at
the "Continuous Status" Prompt. To stop the display and return to the Run Watchdog
Command Menu, enter Ctrl C.

e Start All Services - Starts all services. Enter y and press Enter at the confirmation
prompt.

e Stop All Services - Stop all services. Enter y and press Enter at the confirmation
prompt.

e Restart All Services - Stop and restart all services. Enter y and press Enter at the
confirmation prompt.

e Start a Service - Starts a single service. Enter the service name at the prompt and
press Enter. At the "Start Tree" option, enter y and press Enter to start all dependent
services; enter n if you do not want to start dependent services. Press Enter at the
confirmation prompt to start the service(s).

e Stop a Service - Stops a single service. Enter the service name at the prompt and press
Enter. At the "Stop Tree" option, enter y and press Enter to stop all dependent services;
enter n if you do not want to stop dependent services. Press Enter at the confirmation
prompt to stop the service(s).

e Start Watchdog - Starts the Watchdog Service, which starts all services.
¢ Shutdown Watchdog - Stops the Watchdog Service, which stops all services.

Upgrade VA

The Upgrade VA command set is used to display information about the currently-installed
OmniVista 2500 NMS software, upgrade OmniVista software, configure the OV Build
Repository, and backup/restore OV software. OV software and updates are stored on an
external repository (ALE Central Repository). By default, the OV Virtual Appliance points to the
ALE Central Repository, which contains the latest builds and software updates. If a proxy has
been configured, make sure to configure the proxy to connect to the external repository.

Note: If you have configured and enabled a Custom Repository, you must select option 4 —
Enable Repository, and enable the ALE Custom Repository to access the latest software.

o O  E R B R R R R R R R R R R R R R R
* Upgrade Ua L
AR D 0 0 0 ool e e
Help H
To 4.3R3 ( e to Latest patch of Current Release, if any)
To New Rel

- ALE Central Repo)

sal” (Selected - Disabled)
HA NMS Data
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The following options are available:

To 4.3R3 (Upgrade to Latest Patch of Current Release, if any) - Displays information
about the currently-installed OmniVista NMS software (e.g., Release Number, Build
Number). It also checks for, and displays information about, any available updates. If an
update is available, the update information is displayed and the user is prompted select
whether or not to upgrade to the latest OV software. Select an option and press Enter to
display information about the currently-installed OmniVista NMS software and
download/upgrade an available update.

o Download and Upgrade - OV displays information about the currently-installed
OmniVista NMS software, checks for available updates and downloads and installs
the update, if available. (If you are using an offline repo, this is the only upgrade
option supported. “Download Only” and “Upgrade from a Download Package” are not
supported.)

e Download Only - OV displays information about the currently-installed OmniVista
NMS software, checks for available updates and downloads the update, if available.

e Upgrade from a Download Package - If you have previously downloaded an
update but have not yet installed it, OV will install the downloaded update.

Note: You can only upgrade to the latest OV software - only the latest software
will be presented for upgrade, if available.

To New Release - Upgrade to a new release. The options and processes are the same
as above (“To 4.3R3 (Upgrade to Latest Patch of Current Release, if any”). Note that if a
new version of the current release is available, you will be prompted to install the latest
version of the current release before upgrading to the new release.

Enable Repository - Enable an OV Build Repository. This is the repository that
OmniVista 2500 NMS will use to retrieve OV upgrade software. Select a repository from
the list, enter y and press Enter at the confirmation prompt to enable the repository.
Only one (1) repository can be enabled at a time.

Configure Custom Repositories - Configure a custom repository. By default, the OV
Virtual Appliance points to the external ALE Central Repository, which contains the latest
OV software. However, you can configure up to three (3) custom repositories. Select a
repository (e.g., [1] "Custom Repo 1" Repository) and press Enter. Complete the fields
as described below, then enter y and press Enter at the confirmation prompt:

¢ Repository Name - User-configured repository name.

o Repository URL Host - The IP address of the custom repository (e.qg.,
192.168.70.10).

¢ Repository URL Location - The directory location of the upgrade software (e.g.,
repo/centos)

o Repository Full URL - Is automatically completed by OV after confirming the
configuration.

Only one (1) repository can be enabled at a time. The user is responsible for ensuring
that the custom repository contains the latest OV software.

Configure Update Check Interval - Configure how often the OmniVista 2500 NMS
Server will check the OV Build Repository for updates. You can perform a check
immediately or schedule the check to be performed at regular intervals. The results of
the scheduled checks are displayed on the Welcome Screen.
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Check Now - Run the Update Check Task immediately and displays the results.
Enter 2 and press Enter. If an update is available, the update information is
displayed and the user is prompted select whether or not to upgrade to the latest OV
software. If an upgrade is available, enter y and press Enter to install the upgrade.
Note that you can only upgrade to the latest OV software - only the latest software
will be presented for upgrade, if available. Also note that if a new release is available
(e.g., RO1 to R02), and do not have the latest R01 software patches installed, you
will first be prompted to install the latest RO1 patches, and will then be prompted to
install RO2.

Check Daily/Weekly/Monthly - Run the Update Check Task at the configured
intervals and displays the results on the Welcome Screen. Select an interval and
press Enter. Enter y and press Enter at the confirmation prompt.

Disable (Default) - Disable the Update Check Task. Enter 6 and press Enter. Enter
y and press Enter at the confirmation prompt.

¢ Backup/Restore OV2500 NMS Data - Backup/Restore OmniVista 2500 NMS data. The
following options are available:

Configure Backup Retention Policy - Configure the maximum number of days that
you want to retain backups (Range = 1 — 30, Default = 7), and the maximum number
of backups that you want to retain (Range = 1 — 30, Default = 5). Backup files are
automatically deleted based on the Backup Retention Policy.

Backup Now - Perform an immediate backup. Enter an optional name for the
backup (default = ov2500nms) and press Enter. Enter y and press Enter at the
confirmation prompt. When the backup is complete, it will be stored in the “backups”
Directory with the backup name and the date and time of the backup (<base
name>_<yyyy-MM-dd--HH-mm>.bk). If you do not enter a name, the backup will be
stored as ov2500nms- yyyy-MM-dd--HH-mm> bk. (e.g., ov2500nms-2018-11-16--16-
21.bk).

Schedule Backup - You can schedule an automatic backup to begin at a specific
time and repeat at a specific daily interval. Enter a time for the backup to begin
(HH:mm format) and press Enter. Enter the time between backups (Range = 1 — 30
Days, Default = 1) and press Enter. You can change the backup schedule at any
time.

Note: Scheduled backups utilize the Task Scheduler (Windows) and Cron Job
(Linux) utilities. If necessary, these utilities can be used to modify a scheduled
backup.

Note: Backup files are automatically deleted based on the Backup Retention
Policy. Monitor and maintain the Backup Directory to optimize disk space.

Restore - Select a backup and press Enter. Enter y and press Enter at the
confirmation prompt and press Enter.

Note: You can only perform a restore using a backup from the same release
(e.g., you can only restore a 4.3R3 configuration using a 4.3R3 Backup File).
OmniVista will not allow you to perform a restore using a backup from a previous
release.

Note: If you want to perform a restore using a 4.3R3 Backup File residing on a
different system, you must change the OV IP address/ports and UPAM IP

address/ports of the system on which you are performing the restore to match
the OV IP address/ports and UPAM IP address/ports of the system from which
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the backup file was taken before performing the restore. After the restore is
complete, you can use the Configure Cluster Menu to return the restored system
to its original OV IP address/ports and UPAM IP address/ports.

For example, if you want to use a backup file on System A to perform a restore
on the System B, you must change the OV IP address/ports and UPAM IP
address/ports of System B to the OV IP address/ports and UPAM IP
address/ports of System A before performing the restore. After the restore is
complete, you can use the Configure Cluster Menu to change the OV IP
address/ports and UPAM IP address/ports on System B back to their original
configuration.

¢ View Backup Configurations - View the backup retention policies. The policies are
configured using Option 2 — Configure Backup Retention Policy. Note that if you
have not configured a Backup Retention Policy, the “Maximum Backup Retention
Days” and Maximum Backup Retention Files” fields will show “-1”.

Logging
You can view OV 2500 NMS-E 4.3R3 Logs using the “Logging” option. Enter 6, then press

Enter.

The following options are available:

Change Log Level - Changes the logging level for OV services. Enter the number
corresponding to the OV service for which you want to change the logging level (e.g. 13
- ovsip) and press Enter. Enter the number corresponding to the package for which you
want to change the logging level (e.g. 1 - com.alu.ov.ngms.sip.service) and press Enter.
Enter the number corresponding to the log level you want to set (e.g., 2 - DEBUG) and
press Enter.

Collect Log Files - Collects all log files from a specific date to the current date. Enter
the date from which you want to collect log files in dd-MM-yyyy format (e.g., 10-15-2018)
and press Enter. When finished, a "Collecting completed" message is displayed. The log
files are stored in a zip file in the "logs" Directory with the date and time the logs were
collected appended to the file name (e.g., ovlogs-15-10-2018_12-04-18.zip). SFTP to
the VA using the "cliadmin" username and password to view the log files (Port 22).

Collect JVM Information - Collects and archives Java Virtual Machine (JVM)
information. Enter y and press Enter at the confirmation prompt to collect JVM
information. When finished, a "Collecting completed" message is displayed along with
the JVM information file name. The file is stored in the "jvm-info" directory with date and
time the file was created collected appended to the file name (e.g., jvm -info-02018-10-
15-12-18-43.jar). SFTP to the VA using the "cliadmin" username and password to view
the log file (Port 22).
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Set Up Optional Tools

Enter 7, then press Enter to bring up the Setup Optional Tools command set. The Setup
Optional Tools command set is used to install/lupgrade Hypervisor Optional Tools Packages.

Enter the number corresponding to the Hypervisor you are using (2 - VMWare, 3 - Virtual Box,
4 - Hyper-V) and press Enter. Information about available packages is displayed. If a new
package is available, enter y and press Enter at the "Would you like to install the package"
prompt. The package will automatically be downloaded from the OV Repository and installed
(this may take several minutes). When the "Installation Complete" messaged is displayed, press
Enter to continue. Press Enter again to restart the Virtual Appliance.

Advanced Mode

Advanced Mode enables you to use read-only UNIX commands for troubleshooting. Enter 8,
then press Enter to bring up the CLI prompt. Enter exit and press Enter to return to the Virtual
Appliance Menu. The following commands are supported:

e /usr/bin/touch

e /usr/bin/mktemp

e /usr/bin/dig

e /usr/bin/cat

e /usr/bin/nslookup

e /usr/bin/which

e /usr/bin/less

e /usr/bin/tail

e /usr/bin/vi

e /usr/bin/tracepath

e /usr/bin/tty

e /usr/bin/systemctl

e /usr/bin/grep

e /usr/bin/egrep

e /usr/bin/fgrep

e /usr/bin/dirname

e /usr/bin/readlink

e /usr/bin/locale

e /usr/bin/ping
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e /usr/bin/traceroute

e /usr/bin/netstat

e /usr/bin/id

e /usr/bin/ls

e /usr/bin/mkdir

e /usr/sbin/ifconfig

e /usr/sbin/route

e /usr/sbin/blkid

e /usr/sbin/sshd-keygen

e /usr/sbin/consoletype

e /usr/sbin/ntpdate

e /usr/sbin/ntpq

e /usr/bin/ntpstat

e /usr/bin/abrt-cli

e /usr/sbin/init

e /usr/sbin/tcpdump

¢ /bin/mountpoint
Enter 8 and press Enter to

Power Off

Before powering off the VM, you must stop all services using the Stop All Services option in
the Run Watchdog Command. After all the services are stopped, enter 9 at the command line
to power off the VM. Confirm the power is off by entering y. The power off may take several
minutes to complete.

Note: OV 2500 NMS-E 4.3R3 functions stop running following power off. The VM must be
powered back on via the VMware client software and you must log back into the VM via the
console.

Reboot

Before rebooting the VM, you must stop all services using the Stop All Services option in the
Run Watchdog Command. After all services are stopped, enter 10 at the command line to
reboot the VM. Confirm reboot by entering y. The reboot may take several minutes to complete.
When rebooted, you will be prompted to log in through the cliadmin user and password prompts.
Note that OV 2500 NMS-E 4.3R3 functions continue following reboot.

Log Out

To log out of the VM and return to the cliadmin login prompt, enter 0 at the command line.
Confirm logout by entering y. Note that OV 2500 NMS-E 4.3R3 functions continue following
logout.
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Appendix D — Generating an Evaluation License

An Evaluation License provides full OV 2500 NMS-E 4.3R3 feature functionality, but is valid only
for 90 Days (starting from the date the license is generated). There is one file that contains all of

the Device (AOS, Third-Party, Stellar APs) and Service Licenses (VM, Guest, BYOD). Follow
the steps below to generate an Evaluation License Key.

1. Go to https://Ids.al-enterprise.com/ov25411/enterLicenseData.jsp

OmniVista 2500 NMS 42.X/43X

Type in and create one License Key
Customer Id Order Number

999599 evaluation

Next

License Generation User Manual for OV4.2.X/0V4.3.X

3. Enter the Customer ID and Order Number, then click Next.

e Customer ID — 99999

e Order Number - evaluation
OmniVista 2500 NMS 4 2 X/43 X

Select a Part
EVAL-OV2500-ALL-TYPE_1

Reload

Enter Passcode

Submit Entry

Click here to go back to Main Screen that would clear vour data otherwise use back button on the browser

Following Partnumbers have already been downloaded
SAP Number:

Customer ID Track Number PartNumber Quantity

4. Select the License Type (EVAL-OV2500-ALL-TYPE_1). Enter omnivista in the Enter
Passcode field, and click on the Submit Entry button.
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0Vi4.1.1/4.2.214.3.X License Registration

Site Name Evaluation

Company Name *Required (alpha | ABCD |

numeric only)

Phone | |

Email *Required |abcd efgh@ij.com |

Re enter the Email *Required |abcd efgh@ij.com |

Click here to go back to Main Screen that would clear your data otherwise use back button on the browser

Do you want te open or save -EVAL-OV2500-ALL-TYPE-15245-20.dat from ga-support.al-enterprise.com? Open Cancel x

5. Complete all of the required fields on the License Registration Form and click Submit, then
click Save at the confirmation prompt to download the license to your computer.

6. Go to the License — Add/Import License Screen in OmniVista to import the license file you
just downloaded.

D-2 Part No. 060587-10, Rev. B



	OmniVista 2500 NMS Enterprise 4.3R3 Installation and Upgrade Guide
	Installing OmniVista 2500 NMS-E 4.3R3
	Recommended System Configurations
	Standalone and High-Availability Installations
	Deploying OmniVista on a Virtual Appliance
	Deploying the Virtual Appliance in VMware ESXi
	Deploying the Virtual Appliance in VirtualBox
	Deploying the Virtual Appliance in Hyper-V

	Completing the OmniVista Installation
	Converting to a High-Availability Installation
	Layer 2 Configuration
	Converting Node 1 to Cluster Mode
	Joining Node 2 to the Cluster
	Verifying the Conversion
	Logging into the OmniVista UI

	Layer 3 Configuration
	Converting Node 1 to Cluster Mode
	Joining Node 2 to the Cluster
	Verifying the Conversion
	Logging into the OmniVista UI



	Upgrading from 4.3R2 to 4.3R3
	Upgrading from 4.3R2 Standalone to 4.3R3 Standalone
	Launching the OmniVista UI

	Upgrading from 4.3R2 HA to 4.3R3 HA
	High-Availability Upgrade Workflow
	Enable Maintenance Mode on the Active Node
	Shutdown the Standby Node
	Upgrade the Active Node
	Startup the Standby Node
	Upgrade the Standby Node
	Disable Maintenance Mode on the Active Node
	Verify the Upgrade

	Launching the OmniVista UI


	Upgrading from 4.3R1 (Fresh Installation) to 4.3R2
	Launching the OmniVista UI

	Upgrading from 4.2.2.R01 (MR2) (Fresh Installation) to 4.3R2
	Launching the OmniVista UI

	Upgrading from 4.2.2.R01 (GA) or 4.2.2.R01 (MR2) (Upgrade) to 4.3R2
	Launching the OmniVista UI


	Appendix A – Installing Virtual Box
	Supported Hosts
	Installing Virtual Box on Windows Hosts
	Installing Virtual Box on Linux Hosts
	Installing Virtual Box From a Debian/Ubuntu Package
	Using the Alternative Installer (VirtualBox.run)
	Performing a Manual Installation


	Appendix B – Using the Virtual Appliance Menu
	Help
	Configure the Virtual Appliance
	Help
	Display Current Configuration
	Configure OV IP & OV Ports
	Configure UPAM Portal IP & Ports
	Configure Default Gateway
	Configure Hostname
	Configure DNS Server
	Configure Timezone
	Configure Route
	Configure Network Size
	Configure Keyboard Layout
	Update OmniVista Web Server SSL Certificate
	Enable/Disable AP SSL Authentication
	Configure NTP Client
	Configure Proxy
	Change Screen Resolution
	Configure the Other Network Cards
	Exit

	Run Watchdog Command
	Upgrade VA
	Change Password
	Logging
	Login Authentication Server
	Power Off
	Reboot
	Advanced Mode
	Set Up Optional Tools
	Convert to Cluster
	Join Cluster
	Log Out

	Appendix C – Using the HA Virtual Appliance Menu
	Help
	Show OV Cluster Status
	Configure Cluster
	Help
	Display Cluster Configuration
	Configure Cluster IP
	Remove Peer Node From Cluster
	Configure OV Web Ports
	Configure UPAM Portal Web IP
	Configure UPAM Portal Web Ports
	Configure OV SSL Certificate
	Enable/Disable AP SSL Authentication
	Configure FTP Password
	Configure Login Authentication Server
	Preferred Active Node
	Manual Failover
	Cluster Error Check
	Configure Peer Node’s Information
	Enable Maintenance Mode
	Exit

	Configure Current Node
	Help
	Display Current Node Configuration
	Configure Default Gateway
	Configure DNS Server
	Configure Timezone
	Configure Route
	Configure Keyboard Layout
	Configure NTP Client
	Configure Proxy
	Change Screen Resolution
	Configure “cliadmin” Password
	Configure “root” Secret Text
	Configure Mongodb Password
	Configure IP and Hostname
	Extend Data Partitions
	Configure Network Size
	Exit

	Run Watchdog Command
	Upgrade VA
	Logging
	Set Up Optional Tools
	Advanced Mode
	Power Off
	Reboot
	Log Out

	Appendix D – Generating an Evaluation License

